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We review the theory, fabrication, and implementation of the Josephson bifurcation amplifier (JBA). At the core of the JBA is a nonlinear oscillator based on a reactively shunted Josephson junction. A weak input signal to the amplifier couples to the junction critical current $I_0$ and results in a dispersive shift in the resonator plasma frequency $\omega_p$. This shift is enhanced by biasing the junction with a sufficiently strong microwave current $I_{rf}$ to access the nonlinear regime where $\omega_p$ varies with $I_{rf}$. For a drive frequency $\omega_d$ such that $\Omega=2Q(1-\omega_d/\omega_p)>\sqrt{3}$, the oscillator enters the bistable regime where two nondissipative dynamical states $O_L$ and $O_H$, which differ in amplitude and phase, can exist. The sharp $I_0$ dependent transition from $O_L$ to $O_H$ forms the basis for a sensitive digital threshold amplifier. In the vicinity of the bistable regime ($\Omega<\sqrt{3}$), analog amplification of continuous signals is also possible. We present experimental data characterizing amplifier performance and discuss two specific applications—the readout of superconducting qubits (digital mode) and dispersive microwave magnetometry (analog mode). © 2009 American Institute of Physics. [doi:10.1063/1.3224703]

I. INTRODUCTION

Electrical amplifiers are ubiquitous in experimental physics. They raise the energy of a signal coming from a measurement to a level sufficient to exceed the noise of the recording and processing electronics. Amplifiers are based on nonlinear elements such as the transistor for instance. Typically, such components are dissipative and exhibit a change in their dynamic two terminal resistance in response to an input signal applied to a third terminal, such as a gate. The superconducting tunnel junction1 is a unique two terminal device that can be operated as either a nonlinear resistor or inductor. A number of different circuit elements, such as a superconducting island or loop, can serve as the third input terminal to couple an external signal, such as an electric charge or magnetic flux, respectively, to the properties of the junction, in particular the critical current $I_0$. Small variations in $I_0$ can significantly change the transport properties of the junction under appropriate bias conditions, giving rise to a sensitive amplifier with near quantum limited noise performance.2-4

Let us review the basic properties of Josephson tunnel junctions. A Josephson tunnel junction is formed by separating two superconducting electrodes with a barrier such as a thin oxide layer. The current $I(t)$ and voltage $V(t)$ of the junction can be expressed in terms of $\delta(t)$, the gauge-invariant phase difference, as $I(t)=I_0 \sin \delta(t)$ and $V(t)=\varphi_0 d \delta/dt$, where the parameter $I_0$ is the junction critical current and $\varphi_0=h/2e$ is the reduced flux quantum. These equations parameterize a nonlinear inductor with inductance $L_J=\varphi_0/(I_0 \cos \delta)$, which for $\delta<1$ or equivalently $I(t)/I_0<1$ reduces to $L_J=\varphi_0/I_0$. This inductance is by construction shunted in parallel by the geometric capacitance $C_J$ of the junction, thereby forming an electrical oscillator. The dynamics of this oscillator can be described by the motion of a phase particle with coordinate $\delta$ in an anharmonic, sinusoidal potential $U(\delta)=-\varphi_0 I_0 \cos \delta$. The natural frequency of small oscillations in this potential, the plasma frequency,5,6 is $\omega_p=\omega_d/\sqrt{\varphi_0 I_0}$. In general, due to the nonlinear nature of the Josephson inductance, the natural frequency of the oscillator will be a function of the oscillation amplitude.

In a Josephson amplifier, an external signal typically modulates the critical current $I_0$ of the junction, changing both the height of the sinusoidal potential $\Delta U$ and the plasma frequency $\omega_p$. Two measurement protocols to detect variations in $I_0$ are illustrated in Fig. 1. In the dissipative approach (a), the height of the potential barrier $\Delta U(I_0,I_{rf})$ is determined by biasing the junction with a current $I_{dc} \ll I_0$ and detecting the onset of a finite resistance.7 In this scheme, the phase particle has sufficient energy to escape the potential well and the phase difference $\delta$ advances linearly in time, generating a finite dc voltage. Switching to the finite voltage state of the junction can be avoided by using a dispersive measurement technique to determine $\omega_p(I_0,I_{rf})$ as shown in Fig. 1(b). This involves applying an alternating current $I_{alt} \sin(\omega_d t)$ and measuring the time varying voltage across the junction at the drive frequency $\omega_d$.8-10 If $I_{alt} \ll I_0$, the junction remains in the superconducting state, and the phase particle oscillates in only one well of the sinusoidal potential with no dc voltage generated. However, the amplitude and phase of the oscillating junction voltage $V(t)=V_J \cos(\omega_d t + \phi_J)$ vary with $\omega_p(I_0,I_{rf})$. The Josephson bifurcation amplifier (JBA) is a dispersive detector that exploits the anharmonicity of the junction oscillator for enhanced measurement sensitivity. In this oscillator, the plasma frequency $\omega_p(I_0,I_{rf})$
The dependence of the plasma frequency on drive amplitude is depicted in Fig. 2 where the steady state amplitude \( V_f \) and the phase \( \phi_f \) of the junction voltage are plotted as a function of \( \omega_0 \) and \( I_d \) (see Sec. II for theory). The resonant response sharpens and shifts to lower frequency as the drive amplitude is increased. At higher drive powers, the system bifurcates from a single valued to a bistable regime. When the drive frequency \( \omega_0 \) (solid vertical line) is sufficiently detuned from the small oscillation plasma frequency \( \omega_{p0} \), the system can have two possible oscillation states \( (O_L \text{ and } O_H) \), which differ in amplitude and phase. The dashed lines on the response curves indicate unstable solutions. For a bias point such as the one indicated by the black dot in the figure, a small decrease in \( I_d \) will cause the oscillator to evolve from \( O_L \) to \( O_H \), thus realizing a sensitive threshold detector for \( I_d \). The smallest variation in \( I_d \) that can be resolved is limited by thermal or quantum fluctuations, which broaden this transition. In this digital mode of operation, small changes in the critical current translate into changes in the occupation probability of the two dynamical states.

The circuit schematic of the JBA is shown in Fig. 3. The tunnel junction is shunted in parallel by an additional purely reactive impedance \( Z(\omega) \), which in the simplest case is a capacitor with \( C \gg C_p \). This reactive impedance allows one to tune the resonant frequency and the quality factor of the resonator. The junction can also be embedded in a transmission line cavity to form a nonlinear transmission line resonator. We will consider the capacitively shunted case in detail in this review though a brief description of the transmission line version will be provided in Sec. II. The input signal couples to the junction \( I_d \). Examples of input circuits used to couple weak electrical signals are shown in the inset. In (a), an external signal is inductively coupled to a superconducting quantum interference device (SQUID) loop, which modulates \( I_d \). In (b), a superconducting single electron transistor (S-SET) is used to couple signals capacitively. A microwave generator with \( Z_0=50 \ \Omega \) output impedance drives a current \( I_d(t) \sin(\omega_0 t) \) via the circulator (C), which allows microwave signals to flow in one direction. The signal reflected from the resonator is the amplifier output and is coupled to a cryogenic semiconductor amplifier through the adjacent port of the circulator. This signal is further amplified and demodulated at room temperature using quadrature mixers to determine the signal amplitude and phase.

The idea of amplifying signals using a bifurcation is quite common and observed in electrical, optical, chemical, and biological systems (see Ref. 14 and references therein).
Recently, such nonlinear behavior has been observed in nanomechanical resonators and is being extensively studied for applications in parametric sensing. A biological example of bifurcation amplification in nature is the human ear. The cochlea in our ear is biased close to a Hopf bifurcation, which leads to several remarkable properties in our hearing such as compression of dynamic range, infinitely sharp tuning at zero input, and generation of combination tones. The ear is essentially a nonlinear amplifier, i.e., the response depends quite strongly on the strength of the input signal. Researchers in robotics and medical sciences are currently in the process of constructing a hearing sensor, which can mimic the nonlinear properties of the cochlea. In superconducting devices, the Josephson parametric amplifier also exploits proximity to a bifurcation. These devices are capable of achieving large gain with near quantum limited noise and can show quantum effects such as squeezing of noise below the standard quantum limit. Note that the JBA can also be operated as a conventional parametric amplifier by combining a weak input signal along with the drive signal. When biased in the vicinity of the bifurcation points, the system can exhibit parametric gain like in recently developed amplifiers based on multi-junction (rather than single junction) circuits embedded in microwave cavities.

In this review, we will detail the theory of operation of the JBA in Sec. II, focusing in particular on the case where the shunting impedance $Z(o)$ is a simple capacitor. In Sec. III, we discuss device design and fabrication. The cryogenic measurement setup is detailed in Sec. IV. In Sec. V, measurements characterizing the stand alone amplifier are presented. In Sec. VI, we discuss two particular applications of the JBA—measurements of the quantronium qubit and high speed magnetometry. We present concluding remarks in Sec. VII.

II. THEORY

We study bifurcation amplification in two types of circuits. The first one is a lumped element resonator where we shunt the Josephson junction with a capacitor to form the nonlinear resonator. This circuit is shown in Fig. 4(a). Here, $I_0$ is the critical current of the junction, $C_J$ is the intrinsic junction capacitance, $C_S \gg C_J$ is the shunt capacitance to tune the resonant frequency, and $R$ is the real part of the current source impedance, which provides damping. In the second technique, we embed a Josephson junction in a half-wave transmission line resonator as shown in Fig. 4(b). If we make a single mode approximation for the transmission line resonator near its resonant frequency, one arrives at the equivalent LCR circuit shown in Fig. 4(c). The values of the effective circuit elements are given by the following equations

$$V_{\text{eff}} = Z_0 a_0 C_{\text{in}} V_d,$$

$$R_{\text{eff}} = Z_0^2 R a_0^2 C_{\text{out}}^2,$$

$$L_{\text{eff}} = \pi Z_0^2 / 2 a_0,$$

$$C_{\text{eff}} = 2 / (\pi Z_0 a_0),$$

where $Z_0$ is the characteristic impedance of the transmission line, $C_{\text{in}} \ll C_{\text{out}}$ are the input and output coupling capacitors, $a_0$ is the bare resonant frequency of the cavity set by its length and speed of microwaves in the transmission line and $R=50 \ \Omega$ as before is the characteristic impedance of the microwave feed lines. The transmission line version, which has been dubbed the cavity bifurcation amplifier (CBA), essentially works on the same principle as the lumped element JBA though it offers some practical advantages such as ease of fabrication, absence of dielectric layers, possibility of multiplexing, etc. In this section, we will begin by establishing the connection between the JBA and the CBA, but we will restrict the detailed description to that of the JBA. For more details on the CBA, see Ref. 23.

The classical differential equations describing the dynamics of a Josephson junction oscillator driven with a rf current for the circuits depicted in Figs. 4(a) and 4(c) are given below,

$$C_J \Phi_0 \frac{d^2 \Phi(t)}{dt^2} + \frac{\Phi_0 d \Phi(t)}{R} + I_0 \sin[\Phi(t)] = I_d \cos(\omega_d t) + I_N(t),$$

$$\left( L_{\text{eff}} + \frac{\Phi_0}{I_0 \sqrt{1 - \frac{q^2}{I_0^2}}} \right) \frac{d^2 q(t)}{dt^2} + R_{\text{eff}} \frac{dq(t)}{dt} + \frac{q}{C_{\text{eff}}} = V_{\text{eff}} \cos(\omega_d t) + V_N(t).$$

In Eq. (2), $\delta$ is the gauge-invariant phase difference across the junction, $\omega_d$ is the drive frequency, and $\Phi_0 = \hbar / 2 e$ is the reduced flux quantum. The noise current $I_N(t)$ models the thermal noise of the source impedance $R$. In Eq. (3), $q$ is the charge on the capacitor $C_{\text{eff}}$ and $V_N(t)$ is the effective thermal noise of the impedance $R_{\text{eff}}$. Under appropriate driving conditions, this nonlinear oscillator can have two steady driven states differing in amplitude and phase. Even though Eqs. (2) and (3) look different, especially with respect to the location of the nonlinear term, they reduce to the same effective equation. If we assume harmonic solutions for $\Phi(t)$ or $q(t)$ at the drive frequency $\omega_d$ of the form $\gamma(t) e^{i \omega_d t + \phi_c}$, we can show that the equation of motion for the dimensionless slowly varying complex amplitude $u(t)$ corresponding to Eqs. (2) and (3) can be reduced to

$$\frac{du}{d\tau} = - \frac{u}{\Omega} - i u (|u|^2 - 1) - i \sqrt{\beta} + f_N(\tau),$$

where
TABLE I. Variables used in Eqs. (2)–(4) expressed in terms of circuit parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>JBA</th>
<th>CBA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_{p0}$</td>
<td>$\sqrt{I_0/\phi_0 C}$</td>
<td>$\sqrt{1/(L_{eff} + \phi_0^2 I_0) C_{eff}}$</td>
</tr>
<tr>
<td>$Q$</td>
<td>$RC_{eff} \omega_{p0}$</td>
<td>$\pi \omega_0 / 2 C_{eff}$</td>
</tr>
<tr>
<td>$u$</td>
<td>$\sqrt{\omega^2 (\omega_p - \omega_0)^2}$</td>
<td>$1/2 \omega^2 / I_0$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$4I_0^2 (\omega_p - \omega_0)^2$</td>
<td>$\frac{V_0^2}{\phi_0 (\omega_p - \omega_0)} (1/2 \omega^2)$</td>
</tr>
</tbody>
</table>

$$\Omega = 2Q(1 - \omega_p \omega_{p0})$$

is the reduced drive detuning, $\omega_{p0}$ is the resonant frequency for small oscillations, $Q$ is the quality factor, $\tau = (\omega_{p0} - \omega_0)t$ is the dimensionless slow time, $\beta$ is the reduced drive power, and $f_N(\tau)$ is the reduced noise term. Equation (4) has been derived under the rotating wave approximation with only leading order nonlinear terms being retained in Eqs. (2) and (3). The expressions for $\omega_{p0}$, $Q$, $u$, and $\beta$ for the JBA and the CBA are given in Table I, where $\epsilon = \sqrt{(1 + L_{eff}/\phi_0^2)/Q}$. So apart from different expressions for the reduced variables in the terms of circuit parameters, the nonlinear dynamics of JBA and CBA oscillators converges to the universal form Eq. (4) for large $Q$. Hence, from now on, we will restrict our discussion to the JBA.

The scaled steady state solutions of Eq. (4) ($du/d\tau = 0$) for the JBA are plotted in Fig. 2 for different excitation amplitude $I_d$. These curves are computed with the noise term $f_N(\tau)$ set to zero. The different curves correspond to different drive strength. For $I_d < I_0$, the response is linear with a characteristic Lorentzian line shape. In this regime, the phase particle only samples small values of $\delta$ so that the sinusoidal potential is well approximated by a parabola, which describes harmonic behavior. For increasing drive amplitude, the higher order nonlinear terms contribute and reduce the plasma frequency $\omega_p(I_0, I_d)$, but the response is still single valued. For sufficiently strong drive, the oscillator bifurcates and can occupy one of two metastable states ($O_L$ and $O_H$). These states differ significantly in oscillation amplitude and phase. The dashed lines in Fig. 2 indicate the unstable solutions.

To illustrate how a small variation in critical current can be detected, the phase response of the oscillator for two different values of $I_d$ is plotted in Fig. 5 for three different drive currents corresponding to the linear response regime, the single-valued nonlinear regime, and the bifurcation regime described above. An input signal modulates the critical current and shifts the plasma frequency, shown in Fig. 5 as a displacement of the response curves. To operate the JBA, a drive current at fixed frequency $\omega_p$ is applied. An alternative technique where the drive amplitude is kept fixed but the frequency is swept has been recently presented in Ref. 25. A shift in $\omega_p$ is detected as a shift in phase of the reflected signal output, as described in Fig. 3. In the linear regime shown in Fig. 5(a), the maximum phase shift and thus the maximum gain are achieved by driving the oscillator at $\omega_d = \omega_{p0}$ as indicated by the solid line. Sensitivity can be improved by increasing the quality factor $Q = RC_{eff} \omega_{p0}$ of the oscillator but at the direct cost of reducing the amplifier bandwidth. Another approach to improve sensitivity, which is at the heart of the JBA, is to increase the drive current to access the nonlinear regimes shown in Figs. 5(b) and 5(c). In Fig. 5(b), the phase response is sharper on the lower frequency part of the response curve, and a greater sensitivity can be obtained by driving at a frequency $\omega_d$ red detuned from $\omega_{p0}$, as indicated by the dashed line. For yet stronger drives, the response curve transitions sharply between the two branches, as shown in Fig. 5(c). If the drive frequency $\omega_d$ is chosen in the vicinity of this bifurcation point, then the oscillator will occupy one oscillation state or the other depending on the value of $I_d$. By adjusting the drive current amplitude and frequency, the phase difference in the reflected signal between these states can approach 180°, realizing a very sensitive threshold detector for small variations in $I_d$, which does not rely on switching to the dissipative finite voltage state.

In the linear and the single-valued nonlinear regime, the minimum critical current variation that can be resolved and thus the ultimate sensitivity of the amplifier depend on the smallest phase or amplitude shift, analog quantities, that can be resolved by the cryogenic microwave measurement electronics in a given time interval. In the bifurcation regime, the reflected signal phase is a digital quantity with sufficiently large difference between the two oscillation states that it can be fully resolved within practical integration times (~100 ns). The amplifier sensitivity in the bifurcation regime is thus set by the minimal critical current variation, which causes the oscillator to switch from one dynamical state to the other. This is determined by the dominant fluctuations, thermal or quantum, in the system. Sensitivity is thus not limited by microwave electronics, an important practical advantage.

For a given drive frequency $\omega_d$ such that $\Omega = 2RC_{eff}(\omega_{p0} - \omega_d) > v_3$, the systems exhibits bistability within a certain range of drive amplitude such that $I_{B2} < I_d < I_{B1}$. Here $I_{B2}$ and
The computation of the S-curve width is subtle. Since Eq. (8) (and hence Eq. (11)) is only valid for small escape rates \((\Delta U_{\text{esc}}^{\text{rf}} \lesssim k_B T)\), it essentially breaks down near the top of the S-curve where the switching rates are very high. So we compute the width of the S-curve in terms of the drive amplitude using a different procedure. The upper boundary of the S-curve is clearly set by \(I_B^+\) since the escape barrier vanishes at the bifurcation point. For the lower boundary we use the...
point when $\Delta U_{\text{esc}}^{\text{rf}}\sim k_BT$ since $P_{\text{switch}}$ starts becoming non-zero around that point. The resulting width is given by

$$\Delta I_{\text{width}} = I_0 \left( \frac{k_BT}{U_{\text{esc}}^{\text{rf}}} \right)^{2/3},$$

where $U_{\text{esc}}^{\text{rf}}$ is given by Eq. (9b). Note that this definition of $\Delta I_{\text{width}}$ is not strictly identical to that depicted in Fig. 7 where we qualitatively illustrate the idea of the width of an S-curve. We get a unit change in $P_{\text{switch}}$ when the shift in the S-curve is about the same as its width. Combining the above two equations, we can compute the change ($\Delta I_0$) in critical current that can be resolved in a single pulsed measurement or the critical current resolution as

$$\Delta I_0 = \frac{3^{2/3}}{4} \left( \frac{k_BT}{q_0} \right)^{2/3} \alpha^{1/3} (1-\alpha)^{-2}.$$  

We note that the critical current resolution depends quite weakly on most parameters, the strongest being the temperature ($T^{2/3}$). The dependence on $I_0$ is quite weak ($I_0^{1/3}$), which means that there is flexibility in choosing the value of junction critical current. If the total time taken for one pulsed measurement is $t_{\text{pulse}}$ (set by $Q$ and noise temperature of the microwave amplification chain), then we can express the critical current resolution $\Delta I_0$ in terms of a critical current sensitivity per unit bandwidth as

$$S_{I_0}^{1/2} = \frac{3^{2/3}}{4} \left( \frac{k_BT}{q_0} \right)^{2/3} \alpha^{1/3} (1-\alpha)^{-2} \sqrt{t_{\text{pulse}}}.$$  

An important point to be noted is that the above analysis has been done in the limit of large $Q$ and small escape rates $U_{\text{esc}}^{\text{rf}}$ in order to simplify calculations and see trends clearly. Often, many of these approximations become too crude in real experiments, especially for small $Q<20$, and the only way to obtain accurate predictions is with full numerical simulations of Eq. (2). Nevertheless, the above formulae serve as a guide to the phenomena and provide quick estimates. For more details on the calculation, see Ref. 20. Furthermore, we have neglected intrinsic fluctuations in the junction critical current as these have a well studied intensity and $1/f$ frequency spectrum which diminishes their contribution at microwave frequencies.

In the quantum regime $k_BT\ll h\omega_0$, the above analysis remains valid if we replace $T$ with an effective temperature $T_{\text{eff}}=h\omega_0/2k_BT$. This result has been predicted theoretically using the idea of quasienergies in the rotating frame for both underdamped and overdamped motion in the rotating frame. Note that this effective temperature is different from the saturation temperature seen in the escape to the voltage state in a dc current-biased junction ($T^*=h\omega_0/7.2k_BT$), which is determined by a tunneling rate at low temperatures. One can also arrive at these results by treating the JBA as a parametric amplifier when biased near the bifurcation point. The parametric amplification process converts the virtual zero point quantum fluctuations into real classical fluctuations. The effective temperature of this classical bath tends to $T_{\text{eff}}=h\omega_0/2k_BT$ as the bath temperature $T\to 0$. For operating points close to the bifurcation point, one can compute the full expression for the effective temperature as

$$T_{\text{eff}} = \frac{h\omega_0}{2k_BT} \coth \left( \frac{h\omega_0}{2k_BT} \right),$$

and we note that this expression tends to the correct limits as $T\to 0, \infty$. This expression is identical to the one obtained in Ref. 32, if we ignore effects of dephasing due to oscillator frequency modulation. This is justified since the only source of dephasing in JBA circuits would be due to $1/f$ fluctuations in the critical current of the junction or the dielectric constant of the capacitor, and they are quite small in the frequency range relevant for escape dynamics.

### III. DESIGN AND FABRICATION

In this section we will briefly discuss the techniques for fabricating the JBA and some design considerations. In the first step, a metallic underlayer—either a normal metal (Au or Cu) or a superconductor (Nb)—is deposited on a silicon substrate to form one plate of the shunting capacitor. This is followed by deposition of a 200 nm insulating SiN layer by plasma-enhanced chemical vapor deposition at 400 °C. This layer is the dielectric material in the capacitor. Using e-beam lithography and double-angle shadow mask evaporation, we then fabricate the top capacitor plates along with a few square micron sized Al/AlOx/Al tunnel junction. The top capacitor plates along with the metallic underlayer form two capacitors in series. Figure 8 shows an optical image of the on-chip capacitor along with the schematic profile of the ground plane multilayer used for Cu based capacitors. The other metallic layers (Ti and Cr) were employed for protecting the Cu layer during the deposition of the dielectric layer. It also ensured that the Cu layer would adhere properly to the silicon substrate. For Au and Nb underlayers, SiN was directly deposited on top. Also shown in the bottom right corner is a scanning electron microscope (SEM) image of a typical Josephson tunnel junction. The critical current of the junction was in the range of $I_0=1-2 \mu A$ corresponding to a Josephson inductance in the range of $L_J=0.3-0.15$ nH. By varying both the dielectric layer thickness and the pad area,
the total shunt capacitance $C_S$ was varied between 16 and 40 pF. The plasma frequency of the JBA was kept in the range of 1–2 GHz. Several samples were fabricated and their parameters are listed in Table II. For more details on fabrication techniques, including the transmission line version of the JBA, see Ref. 23.

We will now discuss some important design considerations to ensure that a well controlled bifurcation can be observed. In particular, we will discuss the microwave characteristics of the shunting capacitor, which reduces the bare plasma frequency of the Josephson junction. A more generalized discussion on the requirements of the shunting impedance for observing a bifurcation can be found in Ref. 12. The shunting capacitor has to be implemented carefully to ensure that it behaves as a capacitor at the relevant frequencies with minimal parasitic resistance and inductance. At higher frequencies (>5 GHz), it is much easier and practical to use distributed circuit elements such as transmission line resonators. This was one of the driving factors for the development of the CBA, which uses transmission line resonators with an embedded Josephson junction to implement the nonlinear oscillator.

The first generation of our microwave capacitors were made using a thin (100 nm) Au ground plane. This was followed by Nb ground planes (50 and 200 nm) and then thick (1 μm) Cu. Imperfect screening currents in the capacitor plates due to the finite conductivity (Au and Cu) and thickness of the ground planes result in a stray inductance ($L_S$) and a stray resistance ($R_S$). Figure 8(b) depicts a model that accounts for the stray inductance and resistance. The samples made with superconducting Nb ground planes did not have any stray resistance, while the data for samples with Au and Cu ground planes lead to values of $R_S=0.8$ and 0.02 Ω, respectively. The lowest parasitic inductance $L_S=0.026$ nH was obtained with the 1 μm Cu ground planes, while the other samples had a value in the range of 0.15–0.34 nH. The presence of stray resistance results in dissipation in the oscillator, and the phase shift in the reflected signal upon crossing the resonance is much less than the 360° expected for a lossless oscillator. In the high power regime, the samples with large stray resistance made a transition into a chaotic state before encountering the bistable regime. This chaotic state is also observed in well behaved samples at higher powers (black region in Fig. 13), but there is a large enough range of powers where the bistable regime is observed. The stray inductance has a similar effect as it increases the linearity of the oscillator, thereby pushing the onset of the nonlinear regime to higher drive powers and closer to the chaotic state. To summarize, the stray parameters $L_S$ and $R_S$ reduce and in the worst case eliminate the available phase space where one can observe the bistable regime of the nonlinear oscillator. For the JBA with $Q ∼ 20$, one should aim to achieve $L_S/L_J < 10$ and $R_S/Z_0 < 10^{-3}$ for optimum results.

IV. EXPERIMENTAL SETUP

The JBA chip is placed on a low-loss microwave circuit board ($εr=10$) and is wire-bonded to the end of a coplanar stripline, which is soldered to a coaxial launcher affixed to the side wall of the copper sample box. We anchor the rf leak-tight sample box to the cold stage of a dilution refrigerator with base temperature of 15 mK. Some preliminary data were also obtained in a 3He cryostat with a base temperature of 270 mK. The measurement setup including the values of filters and attenuators is shown in Fig. 9.

For frequency domain measurements, microwave excitation signals are generated by a HP 8722D vector network analyzer and are coupled to the sample via the −13 dB side port of a directional coupler after passing through cryogenic attenuators. The reflected microwave signal passes through the direct port of the coupler and is amplified first using a cryogenic 1.20–1.85 GHz high electron mobility transistor (HEMT) amplifier with noise temperature $T_N=4$ K before returning to the network analyzer. The isolators on the return line allow microwave signals to propagate only in one direction and suppress the HEMT amplifier input noise irradiating the sample by 60 dB. To suppress noise outside the band of

---

**Table II.** Sample parameters from Ref. 11. $L_J=\phi_0/\lambda_0$ and $\omega_0$ are measured values. $C_S$ and $L_S$ are fit values to the data. Samples 1 and 2 have a 100 nm thick Au underlayer, sample 3 has a 50 nm thick Nb underlayer, samples 4 and 6 have a 1 μm thick Cu underlayer, and sample 5 has a 200

<table>
<thead>
<tr>
<th>Sample</th>
<th>$L_J$ (nH)</th>
<th>$\omega_0/2\pi$ (GHz)</th>
<th>$C_S$ (pF)</th>
<th>$L_S$ (nH)</th>
<th>$R_S$ (Ω)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.28</td>
<td>1.18</td>
<td>39 ± 1</td>
<td>0.20 ± 0.02</td>
<td>0.8</td>
</tr>
<tr>
<td>2</td>
<td>0.18</td>
<td>1.25</td>
<td>30 ± 4</td>
<td>0.34 ± 0.04</td>
<td>0.8</td>
</tr>
<tr>
<td>3</td>
<td>0.32</td>
<td>1.64</td>
<td>16 ± 1</td>
<td>0.27 ± 0.02</td>
<td>~0</td>
</tr>
<tr>
<td>4</td>
<td>0.38</td>
<td>1.81</td>
<td>19 ± 1</td>
<td>0.03 ± 0.02</td>
<td>~0</td>
</tr>
<tr>
<td>5</td>
<td>0.40</td>
<td>1.54</td>
<td>19 ± 1</td>
<td>0.15 ± 0.02</td>
<td>~0</td>
</tr>
<tr>
<td>6</td>
<td>0.28</td>
<td>1.80</td>
<td>27 ± 1</td>
<td>0.01 ± 0.02</td>
<td>~0</td>
</tr>
</tbody>
</table>
the isolators (1.20–1.85 GHz), we use lossy transmission line filters.\textsuperscript{23,36} The attenuators on the input line carry out a similar function by reducing the noise from higher temperature stages. These components ensure that the intensity of the fluctuations at the sample correspond to the temperature of the cold stage to which it is anchored. This is important for maximizing the sensitivity of the JBA.

For the time domain measurements, we used a Tektronix AWG 520 to create the pulse envelopes. These envelopes were combined with cw microwave signals from a synthesized microwave generator using analog mixers. The reflected signal was then mixed down to a lower frequency and digitized using a 1 GS/s digitizer from Acqiris. The phase reflected signal was then mixed down to a lower frequency and digitized using a $180^\circ$ hybrid coupler to create two out of phase rf signals, which were then combined with the dc signals using two bias tees to create a fully differential excitation. This setup was used only for ultralow noise measurements such as the escape temperature measurements in the JBA described at the end of Sec. V B.

V. RESULTS

A. Frequency domain measurements

Frequency domain measurements are used to characterize the nonlinear oscillator and extract circuit parameters. The linear plasma resonance is located by sweeping the excitation frequency $\omega_d$ and measuring the reflection coefficient $\Gamma_\delta(\omega_d)\equiv[Z(\omega_d)−Z_0]/[Z(\omega_d)+Z_0]$. Here $Z_0=50 \Omega$ is the characteristic impedance of our transmission lines, and $Z(\omega_d)$ is the impedance seen at the sample holder plane. For an ideal LC resonator without intrinsic dissipation, we expect a phase shift $\Delta\phi=\phi_{\omega_d}\omega_{\omega_0}−\phi_{\omega_d}\omega_{\omega_0}=2\pi$. The excitation power was kept low enough to access the linear regime of the oscillator. In Fig. 11, we present the reflected signal

\begin{equation}
I_{\text{out}}(t)\sin(\omega_d t+\phi) = I_{\text{in}}(t)\sin(\omega_d t)\cos(\phi) + I_{\text{in}}(t)\cos(\omega_d t)\sin(\phi)
\end{equation}
phase $\phi$ as a function of excitation frequency for sample 5. The point where $\phi = 0$ is the linear-regime plasma frequency. For sample 5, $\omega_{p0}/2\pi = 1.54$ GHz.

The precise frequency and critical current dependence of the reflected signal phase of our samples can be explained by the lumped element model shown in Fig. 8(b). The plasma frequency in the linear regime is determined by the total inductance $L_J + L_S$ and capacitance $C_S$ and is given by the following relation:

$$\left(\frac{1}{\omega_{p0}}\right)^2 = C_S(L_J + L_S) = \frac{\varphi_0 C_S}{I_0} + C_S L_S.$$  (17)

A plot of $(2\pi/\omega_{p0})^2$ versus $1/I_0 = L_J/\varphi_0$ is shown in Fig. 12 for samples 1, 2, 4, and 5. As the critical current is decreased by applying a magnetic field in the plane of the junction, its inductance increases, and the plasma frequency is reduced. For each sample, a linear fit to the data of Fig. 12 yields the values of $C_S$ and $L_S$ (see Table II). The fit values for $C_S$ agree well with simple estimates made from the sample geometry.

For samples with a thin underlayer (1–3), a stray inductance in the range $L_S = 0.20–0.34$ nH was observed. For samples 4 and 5 with a significantly thicker underlayer, $L_S$ was reduced to 0.026 and 0.15 nH, respectively. This behavior is consistent with the calculated screening properties of our thin films. Using $L_S$ and $C_S$ we can accurately predict the observed resonant line shape (solid line) in Fig. 11 in which $R_S \sim 0$. Samples with a normal underlayer yielded finite values of $R_S$.

We now discuss measurements of the power dependence of the plasma resonance. The reflected signal phase as a function of frequency for increasing power for sample 5 is presented in the lower panel of Fig. 13 as a two dimensional color plot. Each row is a single frequency sweep, similar to Fig. 11. For small excitation power, we recover the linear plasma resonance at 1.54 GHz, indicated in yellow, corresponding to $\phi = 0$. As the incident power is increased beyond $-115$ dBm, the plasma frequency decreases as explained in Sec. II. For powers greater than $-105$ dBm, there is an abrupt transition from the phase leading (green) to phase lagging (red) state. This marks the transition from the low amplitude state to the high amplitude state. One can cross this transition by sweeping the power at fixed frequency also (dashed line). For powers in excess of $-90$ dBm, we encounter a new dynamical regime (black region in Fig. 13) where $\delta$ appears to diffuse between the wells of the cosine potential. This was confirmed by the presence of an unambiguous audio frequency ac resistance in the black region (see Ref. 20). In the lower panel of Fig. 13 (inset), we illustrate the sequence of dynamical transitions by plotting $\phi$ as a function of incident power at $\omega_{d}/2\pi = 1.375$ GHz. For $P <
$-102$ dBm, the phase is independent of power and $\delta$ oscillates in a single well in the harmonic-like phase leading state (letter A). For $-102$ dBm $< P < -90$ dBm, the phase evolves with power and $\delta$ still remains within the same well but oscillates in the anharmonic phase lagging state (letter B). Finally, for $P > -90$ dBm, the average phase of the reflected signal saturates to $-180^\circ$, corresponding to a capacitive short circuit. This last value is expected if $\delta$ hops randomly between wells, the effect of which is to neutralize the Josephson inductance.

To explain the complete frequency and power dependence of the transitions shown in the lower panel of Fig. 13, we numerically solved the full circuit model shown in Fig. 8(b), including the exact sinusoidal junction current-phase relation. The result of this calculation is shown in the upper panel of Fig. 13. It correctly predicts the variation in the plasma frequency with excitation power and the boundaries of the phase diffusion region. The agreement between theory and experiment is remarkable in view of the simplicity of this model, which uses only measured parameters.

B. Time domain measurements

The measurements described so far characterized the time averaged response of the Josephson oscillator under continuous microwave excitation. We will now describe the experiments that probed the dynamics of the JBA at short time scales ($\sim 10$ ns) under pulsed microwave excitation. Data from sample 6 are presented in this section.

We first characterized in detail the switching associated with the $O_L \rightarrow O_H$ transition near the bifurcation point $I_B^*$. We excited the oscillator with two different readout pulse protocols. In the first protocol, the drive current was ramped from zero to its maximum value in $40$ ns and was then held constant for $40$ ns before returning to zero. Only the final $20$ ns of the constant drive period were used to determine the oscillation phase $\phi$ with the first $20$ ns allotted for settling of the phase. Histograms taken with a $10$ MHz acquisition rate are shown in Fig. 14. In the upper panel, the two peaks corresponding to states $O_L$ and $O_H$ can be easily resolved with a small overlap of $10^{-2}$. The finite width of each peak is due to the output noise and is consistent with the system noise temperature of our microwave electronics. In this first method, the latching property of the system has not been exploited. In the second protocol for the readout pulse, we again ramp for $40$ ns and allow a settling time of $20$ ns, but we then reduce the drive current by $20\%$ and measure the reflected signal for $300$ ns. In that latter period, whatever state was reached at the end of the initial $60$ ns period is “latched” and this time is used to improve the signal/noise ratio of the reflected phase measurement. As shown in the lower panel of Fig. 14, the two peaks are now fully separated, with an overlap of $6 \times 10^{-5}$, allowing a determination of the state $O_H$ probability with an accuracy better than $10^{-3}$. This second protocol is well suited to precise time-resolved measurements of $I_0$ or for applications where a low noise follower amplifier is unavailable. At the end of the pulse, the amplitude is ramped back to zero in $10$–$20$ ns. The ramp up and ramp down times depend on the quality factor of the resonator, and we ensure that this process is adiabatic and there is no ringing in the oscillator. This entire process can be repeated almost immediately since there is no heating due to the absence of on-chip dissipation leading to very fast repetition rates ($\simeq 10$ MHz).

We then measured the switching probability curves or $S$-curves, $P_{\text{switch}}(I_0)$, for different values of $I_0$ to evaluate the sensitivity of the JBA. Using the readout protocol and the discrimination threshold shown in Fig. 14, we obtain the switching probability curves shown in Fig. 15. Defining the discrimination power $\eta_d$ as the maximum difference between two $S$-curves, which differ in $I_0$, we find that at $T = 280$ mK, $\eta_d = 57\%$ for $\Delta I_0/I_0 = 1\%$. The switching probability curves should shift according to $(\Delta I_B/I_B)/(\Delta I_0/I_0) = 3/4\alpha$ [Eq. (7)], which for our case takes the value of $6.1$. In Fig. 15, the curves are shifted by $6\%$, which agrees well with this prediction.

As discussed in Sec. II, the width of the $S$-curves depends on the effective intensity of fluctuations in the JBA oscillator. A well designed experimental setup will ensure that this intensity of fluctuations is set by the thermal/quantum fluctuations corresponding to the operating temperature of the JBA. It is possible to determine the effective temperature characterizing these fluctuations by measuring
the escape rate from state $O_L$ to $O_H$ as a function of the various bias parameters. The classical theory of escape was briefly described in Sec. II. In the quantum regime $T \ll \hbar \omega_{in}/k_B$, the effective intensity of fluctuations is given by setting $T = T_{eff} = \hbar \omega_{in}/2k_B$. The full expression for the escape temperature is given by Eq. (16).

We will now describe the procedure for measuring the escape rate from the low amplitude state of the JBA. The JBA was biased with a long trapezoidal pulse at frequency $\omega_d$ with amplitude $I_{rf}$. The pulse ramp time used was 40 ns. The total pulse length was 1 ms. The phase of the reflected pulse is analyzed and the time ($\tau_{\text{switch}}$) at which the JBA makes a transition from low to high amplitude state is recorded. The experiment is repeated typically for $N=10^5$ times. We then construct the probability $P_L(\tau)$ of the JBA being in the low amplitude state as

$$P_L(\tau) = 1 - \frac{1}{N} \sum_{i=1}^{N} \Theta(\tau - \tau_{\text{switch}}),$$

where

$$\Theta(\tau) = \begin{cases} 0 & \tau < 0 \\ 1 & \tau \geq 0 \end{cases}$$

is the Heaviside unit step function. The probability $P_L(\tau)$ decays exponentially with a decay constant given by the escape rate $\Gamma_{\text{esc}}^{\text{rf}}$.

$$P_L(\tau) = \exp(-\Gamma_{\text{esc}}^{\text{rf}} \tau).$$

So by fitting an exponential to $P_L(\tau)$, we can determine $\Gamma_{\text{esc}}^{\text{rf}}(I_{rf})$ for different bias amplitudes $I_{rf}$. The results are shown in Fig. 16 where we have plotted the reduced escape rate $\tilde{\Gamma}_{\text{esc}}^{\text{rf}}(I_{rf}) = \sqrt{\log(\omega_d/2\pi \Gamma_{\text{esc}}^{\text{rf}})}$ as a function of $I_{rf}^2/I_B^2$ for selected values of bath temperatures.

We observe straight lines with different slopes for different bath temperatures. The slope $\tilde{\Gamma}_{\text{slope}}$ and intercept $\tilde{\Gamma}_{\text{int}}$ of the line are given by

$$\tilde{\Gamma}_{\text{slopes}} = -\left(\frac{U_{\text{esc}}^{\text{rf}}}{k_B T_{\text{esc}}^{\text{rf}}}\right)^{2/3} \frac{1}{I_B^2},$$

$$\tilde{\Gamma}_{\text{int}} = \left(\frac{U_{\text{esc}}^{\text{rf}}}{k_B T_{\text{esc}}^{\text{rf}}}\right)^{2/3}.$$

From these two quantities we can determine the bifurcation current $I_B$ and escape temperature $T_{\text{esc}}^{\text{rf}}$ using the following formulae:

$$I_B = (-\tilde{\Gamma}_{\text{int}}/\tilde{\Gamma}_{\text{slopes}})^{1/2},$$

$$T_{\text{esc}}^{\text{rf}} = k_B \tilde{\Gamma}_{\text{int}}^{3/2}.$$
liquid helium level can change appreciably. We also verified that the extracted values of \( A_B \) remained constant when noise was added to the system to artificially elevate the temperature. All these checks were done to ensure that our experiment follows the prediction of Eq. (8) and we can extract meaningful results for the value of \( T_{\text{esc}}^{\text{rf}} \).

In order to extract \( T_{\text{esc}}^{\text{rf}} \) from the data, we need the value of \( U_{\text{esc}}^{\text{rf}} \). Data from numerical simulations of the JBA circuit yielded a value for \( U_{\text{esc}}^{\text{rf}} \) which was 10%–20% larger than those obtained from Eq. (9b). This would lead to a 10%–20% smaller value for \( T_{\text{esc}}^{\text{rf}} \) and we observed this discrepancy in the experiments. In order to overcome this problem, we used the following procedure to extract \( T_{\text{esc}}^{\text{rf}} \) from the data itself. At the highest temperature point, we assumed \( T_{\text{esc}}^{\text{rf}} = T \) since that is the expected result in the classical regime. We can then use Eq. (23b) to extract \( U_{\text{esc}}^{\text{rf}} = k_B T_{\text{esc}}^{\text{rf}} \Gamma_{\text{esc}}^{\text{rf}} \Gamma_{\text{esc}}^{\text{rf}} \). This extracted value of \( U_{\text{esc}}^{\text{rf}} \) is then used for all the lower temperature points. This is valid provided we can ensure that the intensity of fluctuations in the JBA really correspond to the thermal fluctuations at that temperature. We verified this by biasing the junction with a dc current and measuring the escape rate from the superconducting to the normal state of the junction. We used the procedure described in Ref. 33 to measure the escape rates \( \Gamma_{\text{esc}}^{\text{rf}} (I_{\text{dc}}) \) and extract the dc escape temperature \( T_{\text{esc}}^{\text{dc}} \) and found that the escape temperature varied linearly with bath temperature at high temperatures. For our sample parameters, the relation \( T_{\text{esc}}^{\text{rf}} = T \) should be satisfied down to the lowest temperature of our fridge (12 mK). We only observed a small discrepancy at the lowest temperatures, which we attribute to improperly thermalized filters and unfiltered noise in the dual (dc+rf, Fig. 10) biasing configuration. The blue and red arrows in Fig. 17 indicate the smallest value of \( T_{\text{esc}}^{\text{dc}} \). Nevertheless, the dc escape temperature data validate our normalization procedure described above.

Figure 17 plots \( T_{\text{esc}}^{\text{rf}} \) extracted from the data shown in Fig. 16 as a function of bath temperature \( T \). The solid lines are a plot of Eq. (16) with the corresponding values of \( \omega_d \) used in the measurement. The agreement between theory and experiment is excellent for both the samples with different resonant frequencies. Note that this is not a fit to the data.

The only scaling of data performed, as explained above, is the extraction of \( U_{\text{esc}}^{\text{rf}} \) from the highest temperature data point for each sample. The results for \( T_{\text{esc}}^{\text{rf}} \) not only agree with theory for the lowest temperature point, but the functional dependence on temperature as we cross over from the classical \((k_B T \ll \hbar \omega_d)\) to quantum regime \((k_B T \approx \hbar \omega_d)\) is also well reproduced. This verifies that the sensitivity of the JBA when operated as a digital threshold detector is only limited by quantum fluctuations.

VI. APPLICATIONS

A. Qubit readout

Superconducting quantum bits (qubits) are electronic circuits with discrete energy levels and are thus “artificial atoms.” As discussed in Sec. II, the transition from the low amplitude state to the high amplitude state of the JBA depends sensitively on the critical current of the junction. This can be used to readout the state of superconducting qubits. We engineer the circuit such that the two quantum states of the qubit differ sufficiently in critical current to induce switching in the JBA when it is biased in the bistable regime. This approach has been applied to charge-phase, flux, and transmon qubits and is currently being explored in phase qubits as well. We detail measurements of a quantum qubit using the readout protocol depicted in Fig. 18. The qubit and the JBA are phase coupled via the large junction. The desired qubit state is prepared by applying the appropriate microwave pulses to the write port. The readout operation is performed by applying microwave pulses to the read port, which energizes the JBA oscillator. Biasing the JBA near its bifurcation point encodes the qubit state in the oscillation state of the JBA. The latter is ascertained by analyzing the reflected signal phase. Repeated measurements are then used to obtain the probability of switching from the low amplitude to the high amplitude state. The measurement is arranged so that the switching probability is close to zero when the qubit is in its ground state, while the switching probability is close to one when the qubit is in its first ex-
excited state. Ideally, we would like the switching probability to be zero for qubit ground state and one for qubit excited state.

Neglecting the dissipation induced in the transmission lines, the total Hamiltonian of the quantronium coupled to a JBA resonator is $\hat{H}(t) = \hat{H}_{\text{box}}(t) + \hat{H}_{\text{res}}(t)$ (Ref. 42) with

$$\hat{H}_{\text{box}}(t) = 4E_C \left[ \hat{N} - 1 + C_e U(t) \right]^2 - \left( E_J \cos \frac{\delta}{2} \right) \hat{\sigma}_Z \cos \theta,$$

(24)

$$\hat{H}_{\text{res}}(t) = \frac{\hat{\delta}^2}{2C_e} - E_J^R \cos \hat{\delta} - \varphi_0 f(t) \hat{\delta}.$$  

This Hamiltonian has been written supposing that the asymmetry between the two small junctions is zero and the dc values of the offset gate charge and loop flux have been adjusted to operate at the degeneracy point, i.e., $C_e U/2e = 1/2$ and zero flux in the loop. Here, $\hat{N}$ and $\hat{\delta}/2e$ are the momenta conjugate to the generalized positions $\hat{\theta}$ and $\hat{\delta}$, respectively. The control parameters $U(t) = U_{\text{rf}}(t) \cos \omega_{\text{rf}} t$ and $I(t) = I_{\text{dc}}(t) \sin \omega_{\text{dc}} t$ are analogous to electromagnetic probe fields in an atomic system and induce a charge excitation of the write port and a phase excitation of the read port, respectively. If we keep these two lowest states in the Hilbert space of $\hat{H}_{\text{box}}$ (Ref. 46) and we express $\hat{H}_{\text{res}}$ in terms of the photon creation and annihilation operators, we obtain an effective Hamiltonian

$$\hat{H}_{\text{eff}} = \frac{2C_e U(t)}{e} E_C \sigma_X - E_J^R \hat{\sigma}_Z + \hbar \omega_{\text{dc}}(1 + \lambda \sigma_Z) \hat{a} \hat{a}^\dagger$$

$$- \mu \left( 1 + \frac{\lambda}{2} \sigma_Z \right) (\hat{a} + \hat{a}^\dagger)^2 - f(\hat{a} + \hat{a}^\dagger) I(t),$$

(25)

where

$$\omega_{\text{rf}} = \sqrt{\frac{E_J^R}{2C_e}},$$

(26a)

$$\lambda = \frac{E_J^R}{4E_J^R},$$

(26b)

$$\mu = \frac{E_C^R}{12} \left( \frac{e}{2C_s} \right)^2,$$

(26c)

$$f = \varphi_0 \left( \frac{E_C^R}{E_J^R} \right)^{1/4}.$$  

(26d)

The photon annihilation operator $a$ is related to $\hat{\delta}$ by

$$\hat{\delta} = \frac{a + a^\dagger}{(E_J^R/2E_C^R)^{1/4}},$$

(27)

which represents the decomposition of the gauge-invariant phase difference into annihilation and creation operators of the “plasma” mode whose bare frequency is $\omega_{\text{pl}}$. The operators $\sigma_X$ and $\sigma_Z$ are the Pauli spin operators, and $E_C^R = e^2/(2C_s)$ is the single electron charging energy of the readout junction. In this effective Hamiltonian, the expansion of $\cos \hat{\delta}$ is carried out only to the first anharmonic term, which describes the nonlinear resonator dynamics with sufficient accuracy for a bifurcation readout.

We now describe the role of each term in Eq. (25). The first term describes the influence on the qubit of the charge port drive, which is used to manipulate its state. The second term describes the free evolution of the qubit at the Larmor frequency $\omega_{\text{rf}} = E_J^R \hbar$. We have supposed here that the ratio $E_J^R/E_C$ is sufficiently small that corrections to the Larmor frequency involving $E_C$ are small. To model the behavior of qubit samples with an appreciable $E_J^R/E_C$ ratio, we would keep higher order terms, yielding renormalized values of the coefficients in Eq. (25). The third term describes the dominant coupling between the qubit and the resonator and results in the qubit state affecting the resonant frequency of the resonator. Note that this term commutes with the Hamiltonian of the qubit when $U = 0$, offering the possibility of quantum nondemolition measurements. The fourth term is the consequence of the nonlinearity of the resonator and leads to a decrease in the frequency of the resonator when its photon population increases as discussed earlier in Sec. II. Finally, the fifth term describes the excitation of the resonator by the drive current applied through the read port.

The coherence properties of different qubit samples were measured and typical results are shown in Fig. 19. Panel (a)
shows the Rabi oscillation data. The Rabi decay time $T_2$ was found to be in the range 0.8–1.7 μs depending on the sample and precise biasing conditions. A linear dependence of the Rabi oscillation frequency $\nu_{\text{Rabi}}$ with the microwave drive amplitude $U_{\text{drive}}^{\text{max}}$ was observed, in agreement with the theory of driven two level quantum systems. Panel (b) shows the decay of the excited state lifetime ($T_1$) with typical lifetimes being in the range of 1–5 μs. The values of $T_1$ obtained with our dispersive readout are comparable with the results of Vion et al. but are significantly shorter than the values expected from coupling to a well thermalized 50 Ω microwave environment shunting the qubit. The loss mechanisms giving rise to the observed energy relaxation are not understood at this time. Panel (c) shows the Ramsey oscillation data, which allow one to measure the decay time of qubit phase coherence during free evolution of the qubit state. Typical Ramsey decay times observed were $T_2 \approx 300$ ns. The Ramsey fringes decay time $T_2$ has a component due to energy relaxation and one due to pure dephasing: $1/T_2 = 1/(2 T_1) + 1/T_\varphi$, where $T_\varphi$ represents pure dephasing.

In our measurements, $T_2$ is usually dominated by pure dephasing, which is due to fluctuations in the qubit transition frequency originating from 1/f offset charge noise. Recent qubit measurements using the cavity version of the JBA show that the dephasing times are compatible with the magnitude of the typical 1/f offset charge noise seen in these systems. Immunity to 1/f charge noise can be achieved by increasing the $E_J/E_C$ ratio in these qubits, and we observed some improvement in the pure dephasing time for such samples. This strategy is implemented in new qubit implementations, which use very large $E_J/E_C$ ratios to almost eliminate the gate charge dependence of the transition frequency.

Panel (d) shows the $S$-curves corresponding to the qubit being in the ground and excited states. The open circles in blue and red correspond to data for the qubit ground and excited states, respectively, while the solid black line is the best fit through the ground state data. The dashed black line is a shifted version of the solid black line to match the excited state data for low switching probabilities. This was done to indicate the small difference in the shape of the excited state $S$-curve resulting in the reduction in readout contrast. The observed contrast for this data is about 15%–30% smaller than expected. In a set of experiments described in Ref. 20, we used two readout pulses in succession to determine that a 15%–30% loss of qubit population occurs even before the resonator is energized to its operating point. We attribute this loss to spurious on-chip defects. As photons are injected into the resonator, the effective qubit frequency is lowered due to a Stark shift via the phase port. When the Stark shifted frequency coincides with the frequency of an on-chip defect, a relaxation of the qubit can occur. Typically, the qubit frequency samples 200–300 MHz before the state of the qubit is registered by the readout, and three to four spurious resonances are encountered in this range. Presently, this phenomenon seems to be limiting the qubit measurement fidelity. The detailed back-action of the JBA on the qubit is still not fully understood and is a topic of current research.

### B. High speed magnetometry

As discussed in Sec. I, one can replace the single junction in the JBA with a two junction SQUID to make a sensitive flux detector. Magnetic flux coupled to the SQUID loop modifies its effective critical current and hence can be detected using the JBA principle. There are several modes in which such a magnetometer can be operated. Biasing in the hysteretic regime permits a digital readout, similar to the qubit measurements described above, and could potentially be used for spin state measurements of magnetic molecules. It is also possible to bias in the vicinity of the bifurcation point where the response is nonhysteretic, but the nonlinearity boosts sensitivity. Such a device can detect fast flux changes, which can be used to study the dynamics of nanomagnets.

It is important to distinguish a JBA magnetometer from a conventional dc SQUID device and other rf biased SQUIDs. In the dc SQUID, the magnetometer is biased near the resistive transition where the static voltage is used to register flux coupled to the SQUID loop. A shunt resistor is used to suppress hysteresis in the current-voltage characteristic. Such devices can exhibit bandwidth in excess of 100 MHz with $\mu \Phi_0$ sensitivity but at the expense of dissipation in and around the SQUID. The JBA magnetometer is an inductive device in which the magnitude of the phase excursion $\delta$ is always less than $\pi$, thus avoiding the dissipation and back-action associated with switching into the voltage state. As such, flux sensitivity alone is not sufficient to compare these two types of magnetometers as their measurement back-action is very different. Radio frequency biased SQUIDs (Ref. 54) do not generate a static voltage but typically do have phase excursions beyond a single well of the washboard potential and the associated back-action. SQUIDs have also been operated in the inductive mode typically where the phase excursion is very small and the anharmonicity of the SQUID potential is not sampled. In the JBA magnetometer, we discuss a device where the quality factor is kept low for enhanced bandwidth and the SQUID is biased near the bifurcation point for enhanced sensitivity.

We built a rf magnetometer by embedding a tunnel junction SQUID in a $\lambda/4$ coplanar stripline resonator. The principle of operation is exactly the same as the lumped element version with a slight difference in the effective circuit.

Figure 20(a) shows a schematic of this circuit, and images of the magnetometer are shown in Fig. 20(b). The device was fabricated using standard e-beam lithography with device parameters chosen to yield a resonant frequency of 1.35 GHz when the flux through the SQUID loop is zero. The quality factor $Q$ of the resonator was around 800. A superconducting coil was used to apply a dc magnetic flux to bias the SQUID. An on-chip coplanar waveguide transmission line with a short circuit termination was used to couple high frequency signals to calibrate the device. The sample box along with the bias coil was enclosed in a superconducting aluminum box to shield from magnetic noise. The microwave measurement setup was similar to the one shown in Fig. 9 but had additional lines to bias the coil and the on-chip flux line.

The reflected signal phase as a function of the bias flux...
and drive frequency is shown in the inset of Fig. 21. As expected, we observe the periodic dependence of the resonance frequency (yellow color corresponding to zero phase) as a function of bias flux. The reflected signal phase is plotted as a function of drive power and frequency in Fig. 21 and characterizes the nonlinear response of the resonator. This plot is similar to Fig. 13, but here the power was swept in both directions for a given frequency. The different sweep directions are interlaced in the plot. The sweep direction only affects the hysteretic regime as observed in the striped region in the top left part. One can clearly see the upper and lower bifurcation points. For magnetometry, the device was operated in the linear and the single-valued nonlinear regime by adjusting the microwave power. Small changes in input flux are converted into small changes in the phase of the microwave signal reflected from the resonator, forming the basis of detection. In this technique, the noise temperature of the microwave electronics sets the phase resolution and ultimately determines the magnetometer sensitivity. In the linear regime, the dominant noise contribution comes from the cold HEMT amplifier assembly which has a system noise temperature of about 10 K.

In order to characterize the performance of this device as a flux sensor, we carried out the following experiment. The dc coil was used to bias the SQUID at a sensitive point. The fast flux line was then used to send a small calibrated ac flux signal at a frequency of 10 Hz. A vector network analyzer was used to determine the oscillations in the reflected signal phase, which was then transferred to a computer. These oscillations were then Fourier-transformed and the signal to noise ratio (SNR) of the resulting peak at 10 Hz was determined. Since we know the magnitude of the ac flux signal, we can extract the value of the smallest flux signal, which can be resolved with unity SNR in a 1 Hz bandwidth. We call this number the effective flux noise in our system. Figure 22 shows a plot of the effective flux noise as a function of microwave drive power for three different flux bias points (different sample than one in Fig. 21). One expects the SNR to improve when larger microwave power is used to probe the resonator, resulting in a lower effective flux noise. The dashed lines indicate the improvement expected if the resonator was linear. The advantage of the JBA principle is clearly visible as the nonlinearity sets in at higher drive powers [see Figs. 5(a) and 5(b)]. Under these bias conditions the JBA exhibits significant parametric gain, effectively lowering the system noise temperature, and results in the lowest observed flux noise of 1 \( \mu \Phi_0 / \sqrt{\text{Hz}} \) for this device. This demonstrates that a microwave readout of a SQUID can lead to a fast sensitive flux detector.

One should note that it is possible to operate the magnetometer in the digital mode by biasing the oscillator in the bistable region as was done for the qubit readout. In this mode, the magnetometer is essentially a 1-bit flux sampler. However for measuring continuous changes in flux, it is a more cumbersome mode of operation involving pulse prepa-
ration and processing and one would prefer the analog mode where only a continuous microwave signal is required. We tested the magnetometer in the digital mode (data not shown) as well and obtained similar effective flux noise performance.

We will conclude this section with some remarks about optimizing the performance of such a magnetometer. As mentioned earlier, the system noise temperature of the amplification chain determines the lowest flux noise for a given set of SQUID parameters. In principle, operating the JBA at high parametric gain points should result in a noise temperature approaching the standard quantum limit. We are presently exploring this possibility. The choice of the quality factor $Q$ of the resonator is another important criterion for optimizing effective flux noise. A higher $Q$ will give you a larger phase shift per unit change in flux but at the cost of reduced bandwidth and possibly lower operating powers, which can even make the effective flux noise worse. As the data suggest, accessing the nonlinearity of the SQUID gives you enhanced performance even for a low $Q$ device. However this also comes at the cost of reduced bandwidth (data not shown) since gain-bandwidth for such systems is fixed. Another parameter that influences the effective flux noise is the drive power, and in principle one can improve the performance by increasing it. In practice there is always a maximum operable limit for a given device due to its finite dynamic range of operation, e.g., entering the bistable regime in the JBA. One could also trade-off nonlinearity for higher operating powers by reducing the coupling of the SQUID (nonlinear device) to the resonator (linear device), but this will predictably decrease the phase shift per unit change in flux. To summarize, quality factor, nonlinearity, operating power, and noise temperature are related to each other in a complex way, and we are presently exploring strategies to optimize for minimum effective flux noise and maximum bandwidth.

VII. CONCLUSIONS

The Josephson Bifurcation Amplifier (JBA) exploits the bifurcation dynamics of the microwave-driven plasma oscillation of a Josephson junction. When biased near the bifurcation point, the driven voltage response varies strongly with the plasma frequency which is modulated by a weak external signal parametrically coupled to the critical current of the junction, thus giving rise to amplification. The Josephson Bifurcation Amplifier is capable of both analog and digital dispersive measurement with variable gain.

We have demonstrated experimentally the principle and operation of this novel amplifier by observing the Josephson plasma oscillation transition between the two dynamical states predicted for a driven nonlinear system. Using different samples, we have shown that this dynamical phenomenon is stable, reproducible, and can be precisely controlled, thus opening the possibility for practical applications such as amplification. A signal coupled to the critical current of the junction can be detected by monitoring the changes in the dynamical state of the nonlinear oscillator.

This approach was used to develop a nonlinear dispersive readout for superconducting qubits by coupling a Cooper-pair box with the JBA. In order to perform a readout, the resonator is rf-energized to a level where its oscillation state now acts as a sensitive pointer of the qubit state. This technique does not generate any dissipation on-chip since the resonator is only damped by circuitry outside the chip, i.e., a 50 $\Omega$ transmission line with a matched circulator and amplifier, and enables a high-fidelity qubit readout with a megahertz repetition rate. We have measured Rabi oscillations and Ramsey fringes with sufficient speed that real time filtering to correct for drifts in the charge and flux bias becomes possible. Also, several successive readouts may be performed within the energy relaxation time of the qubit ($T_1$). This gives valuable information on the readout-induced interaction between the qubit and its environment and accounts for the observed contrast.

We also exploited the JBA principle to construct a high-speed magnetometer. This was done by incorporating a tunnel junction SQUID in a coplanar stripline resonator operating at 1.3 GHz. Using the nonlinearity of the SQUID, we were able to achieve an effective flux noise of about $1 \mu\Phi_0/\sqrt{\text{Hz}}$. Further improvements are possible by optimizing the flux to critical current transfer function of the SQUID. This method can be extended to high speed magnetometry of single molecule magnets by replacing the tunnel junction SQUIDs with nano-SQUIDs which use nanoconstrictions as the Josephson elements.

The advantage of the JBA over other dissipative amplification techniques such as the dc SQUIDs resides in its minimal back-action. Since there is no on-chip dissipation, the only source of back-action is the matched isolator load, which is efficiently thermalized at the bath temperature. An important point is that in the JBA, only fluctuations from the load that occur in a narrow band centered about the plasma frequency contribute to the back-action, whereas in the dc SQUID noise from many high frequency bands is also significant. Finally, the bifurcation amplifier does not suffer from quasiparticle generation associated with hysteretic SQUIDs (Ref. 57) and dc current-biased junctions which switch into the voltage state. Long quasiparticle recombination times at low temperatures limit the acquisition rate of these devices, while the recombination process itself produces excess noise for adjacent circuitry.
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