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The engineering of quantum information machines—at the fundamental level—relies

on advancement in the control and measurement techniques of individual quantum

coherent systems. In this scientific roadmap, a central challenge has been the rec-

onciliation—in the same physical platform—of two exceptional goals: the protection

from decoherence channels of pure quantum states, and their accurate and efficient

readout using macroscopic measurement apparatuses, which appear to be demanding

opposite experimental conditions with respect to the accessibility of quantum infor-

mation from the external environment. Can near-ideal measurement be achieved in

artificial quantum systems without the sacrifice of their coherence properties? This

dissertation addresses this question in superconducting Josephson circuits by present-

ing the positive outcomes of two single-qubit experiments: First, the dephasing time

of a transmon qubit embedded in the three-dimensional (3D) circuit quantum electro-

dynamics (QED) architecture can be reproducibly increased owing to a new type of

microwave cavity attenuator that can effectively reduce the residual thermal photon

population in the readout mode. Second, intra-cavity quantum readout signals in the

3D circuit QED system can be amplified by a weakly nonlinear Josephson junction

array quadratically coupled to the transmon qubit; this two-step dispersive readout

scheme meanwhile demonstrates a suppression of the photon-induced qubit relaxation

effect, and therefore indicates a high quantum nondemolition fidelity with more than

100 microwave photons in the 3D readout cavity. The compatibility of these two



inventions—the cold cavity attenuator and the “Π-mon” artificial molecule—suggests

a promising experimental direction of integrating extra-cavity dissipation and intra-

cavity amplification to simultaneously realize high-coherence superconducting qubits

and their high-performance quantum-limited readout, which will be instrumental in

implementing scalable, fault-tolerant quantum networks and advancing the state-of-

the-art knowledge of fundamental quantum physics.
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This above all: to thine own self be true,

And it must follow, as the night the day,

Thou canst not then be false to any man.

——Hamlet : I.iii.78–80
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ĤΠ–c Π-mon coupled to the readout cavity

Quantum states

|0〉, |1〉 Qubit eigenstates (of σ̂z)

|±x〉, |±y〉 Eigenstates of σ̂x, σ̂y

|+〉, |−〉 Meter states

|∅〉 Meter null states

|ν ≥ 2〉 ν-th excited states (of transmon or Π-mon)

|qν〉 Quantum system eigenstates (generic measurement model)

|mµ〉 Meter states (generic measurement model)

|ΨBCS〉 BCS ground state

Electromagnetic fields and signals

~E Electric field

I In-phase component (sinusoidal signal)

Q Quadrature component (sinusoidal signal)

Cnn[ω] Photon-number correlation function

Snn[ω] Photon-number spectral density

CV V [ω] Voltage correlation function

SV V [ω] Voltage spectral density

Superconductivity

∆ Superconducting energy gap

Tc Superconducting critical temperature

xiv



Josephson junction

ϕ Gauge-invariant phase

Ic Critical current

LJ Josephson inductance

LNL Josephson nonlinear inductance

CJ Junction capacitance

Rn Normal resistance

Superconducting artificial atom

EJ Josephson energy

EC Coulomb energy

EL Linear inductive energy

L External linear inductance

Cs External shunting capacitance

Cg External gate capacitance

C Total capacitance (including the junction capacitance)

Zc Characteristic impedance

q Electric charge

Φ Magnetic flux

n Cooper-pair number

ϕZPF Zero-point fluctuations: superconducting phase

nZPF Zero-point fluctuations: Cooper-pair number

Π-mon artificial molecule

LJ,t Josephson inductance, transmon junction

LJ,a Josephson inductance, array junctions

Ct Shunting capacitance, transmon mode

Ca Shunting capacitance, junction array mode

xv



Cg,t Ground capacitance, transmon mode

Cc Coupling capacitance, transmon–junction array

NJ Number of Josephson junctions per arm of the array

Resonant frequencies and detunings

ων,ν
′

t , f ν,ν
′

t Transmon: |ν〉 → |ν ′〉 transition

ων,ν
′

b , f ν,ν
′

b Π-mon bright mode: |ν〉 → |ν ′〉 transition

ων,ν
′

d , f ν,ν
′

d Π-mon dark mode: |ν〉 → |ν ′〉 transition

ων,ν
′

m , f ν,ν′m Π-mon mediator mode: |ν〉 → |ν ′〉 transition

ωc, fc Readout cavity

ωa, fa Cavity attenuator

ωr, fr Hybridized readout mode (cavity attenuator–readout cavity)

∆tc Transmon–readout cavity

∆bc Π-mon bright mode–readout cavity

∆mb Π-mon mediator mode–bright mode

∆dm Π-mon dark mode–mediator mode

“Atom”–photon coupling strengths

gtc Transmon–readout cavity, linear coupling

glong Transmon–readout cavity, longitudinal coupling

gCK Transmon–readout cavity, cross-Kerr coupling

Linear modes: energy decay rates

κc Readout cavity

κa Cavity attenuator

κr Hybridized readout mode

κr,i, κr,c Hybridized readout mode: internal and coupling loss

xvi



Nonlinearities: self-Kerr anharmonicities

Kt Transmon

Kb Π-mon: bright mode

Kd Π-mon: dark mode

Km Π-mon: mediator mode

Kc Readout cavity (hybridized with the transmon or Π-mon)

Nonlinearities: cross-Kerr coupling strengths

χtc Transmon–readout cavity

χtr Transmon–hybridized readout mode

χbc Π-mon bright mode–readout cavity

χdc Π-mon dark mode–readout cavity

χmc Π-mon mediator mode–readout cavity

χbd Π-mon bright mode–dark mode

χbm Π-mon bright mode–mediator mode

χdm Π-mon dark mode–mediator mode

Qubit coherence times and rates

T1, Γ1 Energy relaxation

T1P, Γ1P Energy relaxation: Purcell limit

Tφ, Γφ Dephasing

T2, Γ2 Decoherence

T2R, Γ2R Decoherence, measured with the Ramsey experiment

T2H, Γ2H Decoherence, measured with the Hahn echo experiment

State and mode populations

P0, P1 Qubit |0〉 and |1〉

n̄c Readout cavity

xvii



n̄th Thermal-photon population

n̄b Π-mon bright mode

Spectroscopy and external drives

ωspec, fspec Spectroscopic drive frequency

Pspec Spectroscopic drive power

ωd, fd Parametric drive frequency

Pd Parametric drive power

Qubit measurements

P (A) Probability

P (A|B) Conditional probability: P (A ∩B)/P (B)

F0, F1 Readout fidelity, with the qubit initialized in |0〉, |1〉

Ftot Total readout fidelity

Q0, Q1 QND fidelity, with the qubit initialized in |0〉, |1〉

Qtot Total QND fidelity

Q′tot Apparent total QND fidelity

S, S ′ System entropies prior and posterior to the measurement

J Information gain

Jmeas Information collected in the measurement

Jenv Information lost into the environment

ηm Measurement/information efficiency

τm Minimal measurement time (SNR = 1)

Tm Measurement/data-acquisition time

Weak measurement model

~v Bloch vector

x, y, z Bloch vector: Cartesian components

xviii



r, θ, φ Bloch vector: modulus, polar angle, and azimuthal angle

χ Qubit–ancilla coupling strength

ε Qubit–ancilla dimensionless coupling strength

∆t Interaction time interval

k Number of weak measurement steps

Quantum-limited amplification

G Amplifier gain

GPP Linear phase-preserving gain

GPS Linear phase-sensitive gain

nadd Added noise, measured in photon number

xix



Acknowledgements

Science on paper is supposed to be a growing body of impersonal knowledge, whereas

science in action is an organized human activity. This dissertation, while investigating

superconducting circuits and quantum information, has been a product of fruitful

interactions with many people during a long and rewarding intellectual journey. It

is therefore most appropriate to begin by acknowledging their contributions to the

scientific works reported in the following chapters, as well as their influences on my

professional and personal characters in many different ways.

First and foremost, I want to thank my doctoral adviser Michel Devoret, who has

over the past years established a role model to me in science and education. Among

the many lessons I learned from Michel, I would like to list three by way of the guiding

principles for this dissertation: First, at the very core of sophisticated scientific expe-

ditions is the simple pleasure of discovering how things work—namely, pure knowledge

beneath the apparent technological progress. Second, one should not claim a solid

understanding of any natural phenomenon until they can connect abstract theories to

intuitive pictures and interpret the same picture from multiple complementary per-

spectives. Third, scientific ideas and results should always be reported in the clearest

and most responsible way, both to communicate our findings and to expose our lim-

itations. Michel has been teaching these principles mostly through demonstrations,

as all effective teaching should be. The pleasure of studying and working with Michel

also arises from his broad knowledge and endless curiosity in science, his Flaubertian

attentiveness to the detail, his open but principled mindset toward new ideas, his

appreciation for art and humanities, and the most important of all, his unquestion-

xx



able genuineness toward people and things. Many of these influences are going to last

throughout my future career.

During the first four years of my doctoral research, Shyam Shankar was the other

important mentor to whom I owed the majority of my practical knowledge in a su-

perconducting quantum circuit laboratory. In particular, it was under Shyam’s close

guidance that I moved forward along the line of inquiry that has eventually become

the topic of this dissertation. Similar to Michel, Shyam possesses a meticulous scien-

tific attitude and at the same time a gentle and encouraging personality. The depth

of his knowledge in quantum physics can only be matched by his supportiveness to his

colleagues, his patience when supervising junior team members, and his responsible-

ness when it comes to research planning and laboratory management. This spirit of

collaboration and knowledge sharing is what makes QuLab a correlated many-body

system in which everyone benefits from everyone else.

Besides Michel and Shyam, I want to thank several QuLab alumni for their cru-

cial help in the beginning stage of my Ph.D. adventure: Gijs de Lange was my first

postdoc mentor in the group, who taught me—through a Special Investigation (SI)

project on nanowire microwave circuits—the mindset and methodology of an exper-

imentalist facing a physics question. Anirudh Narla was the senior master of the

dilution refrigerator Dreadnought1 when I started our cold cavity attenuator project,

to whom I owed a long list of techniques for designing, constructing, and operat-

ing low-temperature measurement systems. Uri Vool belongs to the small group of

physicists with balanced expertise in experiment and theory; besides his many other

influences, Uri introduced me to the theory of the photon-induced qubit dephasing

effect, which was the starting point of almost one half of my doctoral research activi-

ties. Zlakto Minev is exemplary in being an outstanding scientist and communicator,

1A few years later, the Π-mon artificial molecule was measured in the same dilution refrigerator.

xxi



who was generous with his time to teach me a number of useful skills, ranging from

spectroscopy analysis to scientific writing; I also had the privilege to become one of

the earliest users of his quantum circuit simulation package, now openly available to

our entire community [Minev et al., 2021b].

Moreover, I can hardly imagine a Ph.D. journey as productive and inspiring with-

out the inputs from many other QuLab members: During his participation in the cold

cavity attenuator project, Philippe Campagne-Ibarcq instructed me to measure the

AC-Stark shift and raised my understanding of qubit dephasing and measurements

to a new level. Later, I had the pleasure of collaborating with Ioannis Tsioutsios on

testing transmon qubits from novel fabrication protocols, who has since been a sup-

portive colleague and friend. During our many overlap years, I could almost stop by

Shantanu Mundhada’s desk any time to discuss any questions, from quantum optics,

FPGA electronics, to his visiting experience in France. Apart from being an excellent

physicist, Evan Zalys-Geller was our local authority in mechanical arts and electronic

technology, who is constantly willing to share his machining and wiring tips together

with his enthusiasm for solving hands-on challenges. The majority of qubit measure-

ments I performed were assisted by parametric amplifiers designed and fabricated

by Nicholas Frattini and Volodymyr Sivak. I would also like to thank Nick for his

in-house technical help on dilution refrigeration, and I have been frequently learning

from Vlad since we started sharing the same cryostat to conduct our dissertation

research in parallel. Discussions with Jayameenakshi Venkatraman and Xu Xiao on

parametric phenomena in driven nonlinear oscillators have always been inspiring, and

I only wish we could have more opportunities to implement those ideas. Finally, I

want to thank Wei Dai for his deep participation in the Π-mon project over the past

18 months. Wei is another exemplary researcher capable of combining technical pur-

suits with deep inquiries into fundamental problems. It will be safe to expect more

fruitful results arising from this line of experiments in his charge.

xxii



I would like to thank other QuLab postdocs and graduate students from whom

I have learned in various aspects during my Ph.D. years: Benjamin Brock, Tom
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Scientific Overview

Naturally, it is of foremost importance
for the researcher to establish a correct
understanding of the significance of their
work, as it steers their quest.6

Pyotr Leonidovich Kapitsa [1940]

This dissertation contributes to the field of quantum information physics by pre-

senting the conceptual backgrounds, theoretical principles, experimental methods,

and measurement results of two original experiments performed with superconduct-

ing Josephson circuits and microwave photons in the quantum mechanical regime.

Together they provide inventive solutions to improving the protection and measure-

ment of quantum coherent states in the superconducting circuit quantum electro-

dynamics (QED) architecture, and are demonstrating the potentialities of quantum

microwave engineering methods in exploring the fundamental relations of physics and

information with novel artificial quantum systems.

0.1 Background and problems

The methodical construction and operation of an information machine are necessarily

based on the natural laws that are governing the processes of information preserva-

tion and acquisition on relevant physical scales. While the development of classical

6Original text (in Russian): “Естественно, что правильное понимание значения работы наи-
более важно установить самому исследователю, так как это направляет его искания.”
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analog and digital information systems has been supported by the sophistication of

electromagnetism in vacuum and material media, advances in quantum information

technology are relying on the exploratory experimentation with matter and radia-

tion exhibiting distinct quantum mechanical behaviors. Researchers aspiring to build

scalable and fault-tolerant information machines in the realm of quantum physics

are facing two outstanding challenges: First, in real experimental setups, individual

quantum states are inevitably subject to unwanted interactions with environmental

degrees of freedom, to which a pure quantum coherent system will eventually lose its

information—a process known as decoherence. Second, individual quantum degrees

of freedom merely produce diminutive signals when directly detected by most classical

apparatuses, which are also prone to exert excessive measurement back-actions

on the quantum object under observation. Moreover, the practical difficulties in pro-

tecting and accessing information stored in quantum systems are often intercoupled:

optimal coherence times can be expected when a quantum object is maximally iso-

lated from its environment, whereas improving its measurability apparently demands

the opposite experimental condition—the system should be strongly coupled to an

external readout channel. The reconciliation of these two competing requirements is

the primary motivation for the line of research reported in this dissertation.

We have been searching for solutions to this problem in an engineerable experi-

mental platform known as the circuit QED system wherein superconducting ar-

tificial atoms are coupled to microwave photons through a quantum coherent

interface. In a circuit QED module in the dispersive coupling regime, the readout res-

onator provides a filtered electromagnetic environment that suppresses off-resonance

decoherence channels for the superconducting qubit, and meanwhile establishes a

near-quantum-nondemolition (QND) readout scheme through bi-directionally map-

ping the state of the qubit onto the resonator frequency without direct energy ex-

change. However, the performance of linear circuit QED systems is being limited by
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several parasitic mechanisms, two of which deserve special concern: First, residual

electromagnetic radiation, a significant part of which originates from the nonideal

thermalization of microwave circuitry on the base stage of the dilution refrigerator,

produces an effect known as measurement-induced qubit dephasing through the

same readout channel linking the superconducting qubit and the microwave resonator.

Second, higher-order corrections to the linear dispersive readout model are responsible

for measurement-induced qubit-state transitions during a microwave readout

process, particularly when the resonator is populated with a large number of photons;

high-speed qubit readouts thus cannot be performed above a power or photon-number

threshold without a noticeable increase in measurement error and non-QND events.

Can one implement modifications on the standard single-resonator, linear circuit QED

architecture such that the qubit can be effectively protected from residual thermal

electromagnetic noise, and be read out with close-to-ideal fidelities under a high mea-

surement strength? This dissertation presents an affirmative answer to the former

question and provides positive evidence for realizing the latter goal.

0.2 Summary of original contributions

During the course of research, we reached these answers through two separate and

yet compatible experimental inventions—the resonant cavity attenuator and the

Π-mon artificial molecule. The first project modifies the external microwave en-

vironment of the superconducting qubit in a linear circuit QED module. The second

project redesigns the interface between the qubit and microwave photons by imple-

menting an intra-cavity, on-chip Josephson amplifier that nonlinearly mediates and

assists the qubit–photon interaction. Both innovations assemble state-of-the-art quan-

tum electrical engineering techniques for the preparation, control and measurement

of quantum states in superconducting microwave circuits.
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In the first experiment, in order to reduce qubit dephasing induced by residual

thermal photons in the readout resonator, we designed and tested a new type of

band-pass microwave attenuator that consists of a dissipative cavity well thermalized

to the mixing chamber stage of a dilution refrigerator. By adding such a cavity atten-

uator in-line with a three-dimensional (3D) superconducting readout cavity housing a

superconducting transmon artificial atom, we have reproducibly measured increased

qubit coherence times. At the base temperature, through a Hahn echo experiment,

we measured T2H/2T1 = 1.0+0.0
−0.1 for two transmon qubits over multiple cooldowns.

Through noise-induced dephasing measurements, we obtained an upper bound of

2× 10−4 on the residual photon population in the fundamental mode of the readout

cavity, which to our knowledge is the lowest value reported so far. These results

validate an effective method for protecting qubits against photon noise, which can be

developed into a standard technology for quantum circuit experiments.

In the second experiment, we designed and implemented a multi-mode supercon-

ducting Josephson circuit named the “Π-mon,” which contains a transmon artificial

atom capacitively coupled to two galvanically connected Josephson-junction-array os-

cillators, which serve as an on-chip parametric amplifier. The electric dipole moments

of the transmon and the amplifier are perpendicular, and hence the two modes are

quadratically coupled with avoided linear interaction. The on-chip amplifier mode is

linearly coupled to a 3D superconducting readout cavity. In this two-step readout

scheme, the qubit state—hosted primarily in the transmon—is first mapped onto the

amplifier mode frequency or its average population under a parametric drive, which

then causes a dispersive shift on the readout cavity frequency that can be detected in

a reflection measurement setup. The transmon displayed no observable measurement-

induced qubit-relaxation effect up to 200 microwave photons in the readout cavity.

Qubit readouts assisted by a qubit-state-selective single-excitation parametric drive

for the amplifier mode showed a sevenfold increase in the measurement strength or a
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17 dB intra-cavity signal gain, with single-shot readouts demonstrated using 80 cavity

photons. We expect an improved readout fidelity and speed be achieved by selectively

populating the amplifier oscillator with a larger excitation number conditioned on the

qubit state, and plan to examine the QND fidelity of this readout protocol with more

than 100 cavity photons.

The cavity attenuator and Π-mon experiments, although separately executed,

jointly contribute to a revised quantum architecture in which high-coherence phys-

ical qubits are designed to be accurately and efficiently read out with suppressed

parasitic measurement back-actions: The qubit has a reduced static coupling rate

to the microwave readout mode, which is realized either by adding extra-cavity cold

dissipations or by reorienting the electric dipole moment of the qubit such that it is

decoupled from the cavity at the linear order. In principle, these two strategies can

also be implemented simultaneously. In the latter arrangement, the qubit readout

is enabled by an intra-cavity parametric amplifier, through which the qubit–cavity

interaction is only turned on when a frequency-selective parametric drive is applied.

The combination of the on-chip geometric layout, intra-cavity parametric amplifica-

tion, and extra-cavity dissipation engineering will collectively improve the protection

of quantum information relative to its accessibility from external measurement chan-

nels, so as to alleviate the apparent conflict between information preservation and

acquisition in a physical unit and prepare reliable elementary building blocks for

scalable quantum information machines.

0.3 Arrangement of chapters and sections

The main body of this dissertation contains seven chapters. Their high-level organi-

zation is indicated by the flow chart in Figure 0.

As the opening introduction, Chapter 1 is aimed at preparing the readers with the
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Chapter 3
Qubit readout and decoherence

in circuit QED systems

Chapter 4
Experimental methods of

quantum microwave circuits

Chapter 2
Theoretical models of

quantum measurements

Chapter 5
Cavity attenuator:

external cold dissipation

Chapter 6
Π-mon artificial molecule:
intra-cavity amplification

Chapter 1
Quantum engineering with
superconducting circuits

Chapter 7
Conclusions and outlooks

Figure 0: Chapter-level structure of this dissertation.
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core concepts, methodology, problems, and knowledge on the experimental platform of

the research topics addressed by this dissertation. The focus is placed on the quantum

engineering method toward fundamental physics and information science (Sections 1.1

and 1.2), definition and elementary requirements of quantum information machines

(Section 1.2), the emergence of mesoscopic quantum phenomena (Section 1.3.1), the

principles of superconducting artificial atoms and circuit QED (Sections 1.3.2 and

1.3.3), as well as the basic notions of noise in quantum limited amplifications and

dissipative quantum systems (Sections 1.3.4 and 1.4). Meanwhile, this chapter also

contains a few technical points that will be revisited in the following chapters, such

as the reduction of Josephson nonlinearity in a junction array (Section 1.3.2) and the

radiative limit of qubit relaxation time (Section 1.3.3). These ideas and tools are

foundational to the more specialized contents in the rest of this dissertation.

Chapter 2 consists of selected topical discussions on the rudimentary theoretical

framework for describing and analyzing quantum measurements in both the ideal and

nonideal situations, starting from perceiving general physical measurements from the

information perspective (Section 2.1) and presenting the minimal conceptual model of

a quantum measurement setup (Section 2.2). Section 2.3 defines the four important

figures of merit that quantify the ideality of a realistic qubit readout scheme from

different and yet interrelated angles—readout fidelity, QND fidelity, measurement

time, and measurement efficiency. This chapter closes with the full analysis on a

discrete-time, conveyor-belt model for continuous quantum measurements (Section

2.4), which, despite its simplicity, has unique values for visualizing the physical process

of information acquisition and understanding the origin of measurement back-actions

in real quantum systems.

Combining the background knowledge and the theoretical models in the previous

two chapters, Chapter 3 reviews the physics of circuit QED measurements. Following

the sketches of three relevant precursory experiments (Section 3.1), the principle of



0.3. Arrangement of chapters and sections xxxv

the dispersive readout based on the linear qubit–cavity coupling in a circuit QED

module is examined in detail in Section 3.2. The two accompanying effects—namely,

qubit dephasing and state-transition effects induced by microwave photons in the

measurement channel are discussed in Sections 3.3 and 3.4, respectively. One central

message from this chapter is that measurements and dephasing in a quantum coherent

system are the two sides of the same coin, which is proved by the agreement between

the measurement rate and the dephasing rate during the qubit–photon interaction

process (Section 3.3). Moreover, one is encouraged to engineer novel types of qubit–

cavity coupling beyond the linear dispersive model in search for higher QND fidelities

and lower measurement back-actions in fast readout protocols (Section 3.4). These

principles and issues are directly motivating our original experiments to be reported

in the following chapters.

Chapter 4 summarizes the essential laboratory techniques for conducting super-

conducting quantum circuit experiments, including the preparation of Josephson cir-

cuit samples (Section 4.1), the design of superconducting microwave readout cavities

(Section 4.2), the cryogenics and thermometry of the dilution refrigerator (Section

4.3.1), the low-temperature microwave measurement setup (Section 4.3.2), the ther-

malization and electromagnetic shielding of cryogenic experimental components (Sec-

tion 4.3.3), the room-temperature electronics for microwave pulse generation (Section

4.4.1) and detection (Section 4.4.2), and the software tools for experimental control

and simulation (Section 4.5). In the meantime, this chapter exposes the practical

problems in the standard circuit QED measurement system that are going to be

addressed by our experimental inventions—in particular, the issues of residual ther-

mal electromagnetic radiation and parasitic dissipations in the low-temperature mi-

crowave circuitry (Section 4.3). These engineering methods and practical knowledge

complement the preceding theoretical chapters and elucidate the specific context of

our original works.
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Chapter 5 reports the resonant cavity attenuator experiment.7 I will first explain

the advantage of distributed over lumped-element resistive circuits in their thermal-

ization properties for low-temperature applications (Section 5.1), and argue for us-

ing a high-surface-to-volume-ratio dissipative resonant cavity made of high-thermal-

conductivity materials as the reliable cold thermal reservoir for microwave quantum

circuits (Section 5.2). I will then provide the test results of the cavity attenuator de-

vices designed following these principles (Section 5.2) and analyze its coupling scheme

with a standard superconducting circuit QED module to form hybridized dissipative

readout modes for the qubit (Section 5.3). The effectiveness of these cavity atten-

uators are proved by the measurement data on qubit coherence times and residual

thermal photon population in the readout mode (Sections 5.4 and 5.5). The repro-

ducibility of these results has been confirmed in control experiments. This chapter is

concluded by Section 5.6, which confirms the necessity of thermal radiative protection

for superconducting qubits and proposes a few directions for improving the versatility

of cavity attenuators in circuit QED experiments.

Chapter 6 presents the design and preliminary experimental results of the Π-mon

artificial molecule.8 The chapter is opened with the basic mechanisms, examples, and

advantages of incorporating intra-cavity amplification schemes into the circuit QED

measurement system (Section 6.1), and continues with the two desired features in our

implementation—the two-step mediated readout and the cross-Kerr qubit–amplifier

coupling (Section 6.2). The multi-mode design of the Π-mon artificial molecule is

presented in Section 6.3, which is analyzed using both the even–odd circuit diagram

method (Section 6.3.1) and the Lagrangian–Hamiltonian formulation (Section 6.3.2).

7The experimental results in Chapter 5 have been previously published in Wang et al. [2019].
8The works reported in Chapter 6 have not been published as of the time when this dissertation

was completed.
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These two approaches yield equivalent coupled mode analysis results, with the latter

leading to the canonical circuit quantization (Section 6.3.3). The coupling scheme

between the Π-mon and the linear readout cavity is explained in Section 6.4, with the

experimental setup and parameters introduced in the same section. The nonlinear re-

sponses of the on-chip amplifier oscillator in the two-tone spectroscopy measurements

are reported in Section 6.5. The suppression of photon-induced qubit-state transition

events are shown in Section 6.6. Most importantly, clear evidence of intra-cavity para-

metric amplification in both the continuous-wave and pulsed measurement sequences

are presented in Section 6.7, with the preliminary demonstration and characterization

of single-shot qubit readouts reported in the end. Methods for improving the readout

performances are proposed in the final Section 6.8.

While both Chapters 5 and 6 contain their own conclusion-and-prospect section,

Chapter 7 summarizes the merits of combining extra-cavity cold dissipation and intra-

cavity parametric amplification for improving qubit coherence times relative its mea-

surability, and discusses the chances and challenges for the implementation of this

revised circuit QED architecture. This chapter ends with remarks on the extended

implications of our experimental results for the thermalization of hybrid quantum

networks and the modeling of multi-stage quantum measurement systems.



Chapter 1

Quantum Electrical Engineering:
A Conceptual Primer

. . . In this sense, strictly speaking, physics
with respect to its method (not its aim) is not
at all a natural science like astronomy, geology,
botany, etc.; it deals with no natural phenom-
ena, but phenomena artificially and intention-
ally produced by the researcher; and in this
sense it can be called a technical science.1

Felix Auerbach [1923]

The essence of engineering—as both a branch of empirical knowledge and a unique

form of human activity—is the methodical construction and manipulation of artificial

systems based on received natural principles. By this definition, the scientific studies

being presented in this dissertation are primarily affiliated to an emerging field enti-

tled quantum engineering2 in which researchers endeavor to develop novel tools,

1Original text (in German): “. . . In diesem Sinne ist die Physik der Methode (nicht dem Ziele)
nach streng genommen Überhaupt keine Naturwissenschaft, wie es die Astronomie, die Geologie,
die Botanik usw. sind; sie behandelt gar keine Naturerscheinungen, sondern künstlich und nach
Willkür des Forschers hergestellte Phänomene; und in diesem Sinne kann man sie geradezu als eine
technische Wissenschaft bezeichnen.”

2Although it is not easy to identify in the scientific literature the exact coinage of this phrase, one
of its early appearances was remembered as a famous confession by John Stewart Bell in 1983, quoted
in Gisin [2002]: “I am a quantum engineer, but on Sundays I have principles.” However, to Bell the

1



2

machines, and their networks by exploiting fundamental laws of quantum mechanics.

Evidently, a quantum engineer is obliged to be fluent in quantum theory—not merely

its mathematical formulation, but more importantly, its application to describe states

and motions of physical matter and radiation. Meanwhile, quantum engineers are not

satisfied with observing physical objects in their most natural states or surroundings;

they instead actively employ engineering techniques to create experimental systems

that would not exist in nature by default. In the laboratory, a quantum engineering

experiment must contain two major parts—the selection and preparation of quantum

coherent systems, and their control and measurement instruments that behave like

classical objects. The efforts spent to resolve these outstanding technical challenges

can only be justified by the intellectual or practical rewards that those exceptional

engineering projects are to bring about.

This introductory chapter is aimed at reviewing a selected list of ideas, objects,

and phenomena that prepare the conceptual foundation for this dissertation. Its four

sections are devoted to the central “methodology,” “goal,” “platform,” and “problem”

respectively that define the represented line of research—the protection and measure-

ment of quantum states in superconducting electrical circuits. Clarity and accessibility

are placed above comprehensiveness with respect to the style of presentation. For each

topic, a small number of pedagogical references are grouped in footnotes for further

reading and reflection.

“engineering” aspect of quantum physics chiefly refers to the operation of its theoretical machinery for
computational purposes as opposed to the critical contemplation of its conceptual and philosophical
basis, which is therefore different from the subject of this dissertation. In fact, “quantum engineering”
as a contemporary field of research has provided essential tools for the experimental examination of
quantum foundations, including Bell’s theorem. For a historical inquiry into the fundamentalism–
pragmatism struggle among the quantum physics community in the postwar United States, together
with its scientific and cultural impacts, see Kaiser [2011].
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1.1 Engineering science in the quantum regime

While originally referring to the discreteness of energy or action in early phenomeno-

logical models for resolving the fundamental difficulties of applying classical theories

to atoms and radiation, “quantum” as a modifier has since then been employed to de-

note a collection of natural phenomena and laws first emerging on the scale of atoms,

photons, and subatomic particles, such as the discontinuity of state transitions (quan-

tum jumps), the invasiveness of observation (quantum measurement back-action),

and the existence of nonlocal correlations (quantum entanglement), and many oth-

ers, which were generally perceived as “counterintuitive” or “incomprehensible” even

by some of the leading contributors to this revolutionary field.3

Contrary to certain predictions that an excessive level of alienness would estrange

a scientific theory from human culture,4 over the decades physicists have never ceased

their attempts to examine the peculiarities of quantum mechanics in more direct and

objective ways: For this purpose, incoherent ensembles of microscopic particles have

been replaced by individual atoms, photons, electrons, or collective excitations in

condensed matter and atomic gases for the demonstration of quantum coherence and

measurement in vivo.5 In these experiments, single quantum degrees of freedom can

3A particularly publicized example is Albert Einstein, who during his career has left a number
of memorable remarks including “Gott würfelt nicht!” (“God does not play dice!”) and “spukhafte
Fernwirkungen” (“spooky actions at a distance”). In spite of these critical comments, Einstein’s
role in the early history of quantum physics was overall more revolutionary than reactionary [Stone,
2013]. For monograph-length technical discussions on the conceptual perplexities of quantum theory,
see Aharonov and Rohrlich [2005] and Laloë [2012].

4For instance, such view was expressed by Erwin Schrödinger during mid-century [Schrödinger,
1952a]. The sequel article [Schrödinger, 1952b], which assumed it would be impossible to experiment
with single quantum mechanical particles, is now frequently cited to show the limitation of even the
most pioneering minds. Nevertheless, Schrödinger’s central argument in these two articles that a
scientific discipline should not be disconnected from its cultural context is not entirely unreasonable.

5For an introduction to this field, see Haroche and Raimond [2006], which has a central focus
on the control and measurement of microwave cavity photons using circular Rydberg atoms. Three



1.1. Engineering science in the quantum regime 4

only be observed in artificial environments—for instance, high-finesse optical or mi-

crowave cavities, electromagnetic fields in vacuum chambers, or nanostructures on

solid-state substrates—and meanwhile under stringent physical conditions, often in-

cluding low temperatures and carefully filtered radiation backgrounds. In the mean-

time, classical optical or electrical signals are applied to control and interrogate those

quantum objects, manipulating their states and carrying their information back to

the experimenters. Furthermore, in certain experimental platforms such as super-

conducting Josephson circuits (see Section 1.3), engineering methods are present not

only in the environments and the control, measurement, and communication tools for

the quantum degrees of freedom, but in the design and fabrication of these quantum

objects as well. In this example, one can compare the degree of artificiality of a quan-

tum circuit experiment to that of a steam engine or a radiowave receiver. The term

“quantum engineering” can thus be fully justified.

However, the elevated level of human involvement in the construction and opera-

tion of quantum machines by no means implies these artificial systems are distanced

from nature, or quantum engineering is purely an applied field that is distinct from

basic science. On the contrary, engineered quantum systems have assisted their in-

ventors to depict the properties and behaviors of single or many quantum mechanical

particles with unprecedented lucidity: Once a new quantum machine prototype is cre-

ated, researchers must immediately calibrate its performance with reference to basic

physics principles; and if the reliability of this type of machines is confirmed, they are

often applied to test predictions of quantum theory or to detect radiation or materi-

more recommended textbooks are Cohen-Tannoudji and Guéry-Odelin [2011], Nazarov and Blanter
[2009], and Zagoskin [2011], with the first covering atomic systems and the latter two on solid-state
platforms. More up-to-date pedagogical materials are available from proceedings of topical summer
schools, such as Esteve et al. [2004], Devoret et al. [2011], Inguscio et al. [2016], and Cohadon et al.
[2020].
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als of unexplored categories. The research work of a quantum engineer is therefore

hardly distinguishable from that of a physicist; and in reality, this distinction may

not exist at all, because in quantum engineering, scientific inquiries and engineering

techniques are more concerted than exclusive. A quantum engineer is a scientist and

an engineer at the same time.

1.2 Quantum information machines:

principles, prospects, and challenges

Up to the present, most engineered quantum systems have been designed and oper-

ated as information machines. This trend can be partially attributed to the leading

external impetus since the 1980s—namely, the quest for the physical implementation

of quantum algorithms that are capable of demonstrating computational advantages

beyond the limitation of classical digital logic, especially in certain problems with

practical implications [de Wolf, 2019; Mermin, 2007; Nielsen and Chuang, 2000]. Nev-

ertheless, quantum machines have their intrinsic connections to information science

even without being assigned explicit computational tasks by their designers, which

can be understood from the perspective of information transmission or communica-

tion: As a general principle, the execution of any physical measurement leads to an

entropy reduction of the system under observation and simultaneously, an information

gain of the observer (see Chapter 2 for details). This information channel linking the

physical system and the experimenter is of particular interest if the former exhibits

quantum behaviors, and in this situation, an efficient measurement chain serves as a

sensitive probe for examining the dynamics of those quantum degrees of freedom and

their interactions with the external environment. In summary, a measurement system

with quantum coherent objects under observation is by default a quantum information

machine; consequently, engineering efforts in inventing and improving these experi-
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mental systems constitute valuable contributions to quantum information science.

How can a quantum information machine be distinguished from a classical one?

The primary criterion is less about its microscopic material constitution, but whether

human experimenters are able to interact with it through control and measurement

channels that manifest distinct quantum features, including but not limited to inde-

terministic outcomes of identical measurements, the incompatibility of noncommuting

observables (or quantum measurement back-action), vacuum fluctuations in measure-

ment signals, et cetera [Devoret, 2008; Devoret et al., 2011]. By this definition, the

core constituent of a quantum (information) machine can be as tiny as single electrons

on a liquid or solid noble-gas surface [Koolstra et al., 2019; Platzman and Dykman,

1999; Schuster et al., 2010; Zhou et al., 2022], or as massive as fused silica mirrors

weighing tens of kilograms in a gravitational wave interferometer [Whittle et al., 2021;

Yu et al., 2020].6 The crucial requirement is whether these natural or artificial enti-

ties can be configured using experimental methods into a regime where quantum laws

overrule their classical counterparts.

Although a wide range of physical objects can display quantum behaviors under

appropriate conditions, higher standards ought to be imposed if one wishes to declare

a quantum engineering system to be a reasonable candidate for scalable, fault-tolerant

quantum information machines. At the turn of the new millennium, driven by a re-

ductionist viewpoint, DiVincenzo [2000] discussed the physical realization of quantum

computation by proposing a set of requirements on the elementary unit of quantum

information—quantum bit, usually abbreviated as qubit, namely, quantum coher-

6On the contrary, semiconductor transistors, such as the metal–oxide–semiconductor field-effect
transistor (MOSFET) in integrated circuits, despite approaching the nanometer scale in state-of-the-
art manufacturing processes, are still classical information devices because their voltage and current
signals are well-observed classical quantities, which is necessary for the operation of classical digital
logic.
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ent (either mathematical or physical) object with a Hilbert space identical to that of

a spin-1/2 system. For clarity, DiVincenzo’s criteria can be regrouped in four major

aspects and be rephrased as

(i) Coherence: Qubit coherence times should be—preferably by several orders of

magnitude—longer than the time scale of control and measurement operations.

(ii) Controllability: High-fidelity initialization protocols and universal quantum

gate sets should be available for qubit state manipulation.

(iii) Measurability: High-quality (to be defined in Section 2.3) qubit readout pro-

tocols should exist for information output and quantum error correction.

(iv) Connectivity/scalability: Individual qubits should be able to couple locally

or remotely so as to form quantum processors or networks on larger scales.

Concise and clear as these requisites are, any conceptual breakdown of a holistic

problem must always be complemented with a reminder that in reality, the multi-

ple dimensions of a practical challenge are often not orthogonal and thus may not

be optimized independently. Such is the case of DiVincenzo’s criteria, in which the

different requirements are intercorrelated at the physical level.7 For instance, the rec-

onciliation of “coherence” with “controllability” and “measurability” requests nontriv-

ial strategies, because their improvements apparently demand opposite experimental

7More than one decade later, Devoret and Schoelkopf [2013] proposed an updated, stepwise
research roadmap, which supplied DiVincenzo’s classic criteria with up-to-date experimental con-
siderations: for instance, the quantum nondemolition (QND) property of readout protocols was
emphasized; the implementation of error-corrected logical qubits was recognized as the key step to-
ward achieving fault-tolerant quantum computation; modular architectures were promoted in regard
to building quantum information systems with greater complexity and scalability; and very impor-
tantly, the improvement of elementary components and operations—such as qubit coherence and
measurement—remains a continuing endeavor in parallel with progress occurring at higher logical
levels.
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conditions: longer coherence times are more achievable when qubits are further iso-

lated from their surroundings and therefore immune to environmental perturbations,

whereas fast control and readout have to be implemented through external electro-

magnetic channels to which the qubits are strongly coupled. Moreover, we are going

to encounter in Section 2.3 that different figures of merit for “measurability” are not all

positively correlated either. The lesson is that real experimental progress in quantum

information processing cannot merely feature an isolated improvement in any sin-

gle category. Instead, one is obliged to show that this improvement is implemented

not—at least not in principle—simply at the expense of other performance metrics.

The central goal of the series of projects reported in this dissertation is the op-

timization of the “coherence” and “measurability” of superconducting qubits in the

circuit quantum electrodynamics (QED) architecture, by understanding and engineer-

ing the interactions between artificial atoms (molecules) and microwave photons in an

open, dissipative environment. Prior to more technical discussions, our introduction

should benefit from a succinct review of the concepts and experimental platforms of

quantum electrical engineering, with a focus on its realization using superconducting

Josephson circuits.

1.3 Quantum electrical circuits:

ideas and implementations

Electrical circuits should be no strange to citizens of our “electrified” modern world.

And yet those macroscopic engineering constructions, which confine electromagnetic

fields for power or information purposes, are not intuitively associated with the realm

of atoms and photons.8 How can electrical circuits be quantum mechanical? Why do

8An extremely clear and intuitive derivation of circuit notations from electromagnetic field theory
were presented by Feynman et al. [1964]. A similar derivation from Maxwell’s field equations to
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researchers study quantum phenomena in these artificial devices, as opposed to using

natural atoms and molecules? What are the unique tools and architectures they have

provided for quantum engineering? This section will address these questions in the

logical order, which happens to be chronological as well.

1.3.1 Macroscopic quantum phenomena

In 1935, Erwin Schrödinger raised the famous “cat paradox” trying to showcase the ab-

surdity of applying quantum theory to macroscopic living beings [Schrödinger, 1935].

This paradox has nevertheless sparked the interest among contemporary physicists

to search for quantum phenomena in objects much larger than atoms and molecules.

A few lines of work have been remarkable: First, several classes of condensed matter,

for example, superconductors, superfluids, and Bose–Einstein condensates, manifest

the macroscopic accumulation of microscopic quantum effects [Annett, 2004; Leggett,

2006].9 Second, quantum transport phenomena, such as the quantized conductance

and the quantum Hall effect, can emerge in low dimensional, high-purity solid-state

samples where the electron coherence length is comparable to the sample size [Datta,

1995]. Third and the most relevant to this dissertation, in certain physical systems,

collective degrees of freedom arising from the participation of a macroscopic num-

ber of microscopic particles, when thermalized at sufficiently low temperatures and

carefully isolated from their external environment, can contain no more than a few

quanta of excitation and thus exhibit clear quantum dynamics. One of the first ob-

Kirchhoff’s circuit laws can be found in Appendix A of Agarwal and Lang [2005].
9Take the BCS ground-state wave function |ΨBCS〉 =

∏
~k

(
u~k + v~kê

†
~k↑
ê†
−~k↓

)
|0〉 as an example,

in which ê† stands for the electron creation operator; ~k for the spatial momentum; ↑↓ for the
spins; u~k and v~k as in the Bogoliubov transformation; and |0〉 for the vacuum state [Bardeen et al.,
1957]. Quantum entanglement is generated and only generated between each electron pair with
opposite momenta and spins, whereas |ΨBCS〉 is simply the product state of a macroscopic number
of entangled Cooper pairs.
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served macroscopic quantum variable is the gauge-invariant phase difference across

a superconductor–insulator–superconductor (SIS) tunnel junction, commonly known

as the Josephson junction [Anderson and Rowell, 1963; Josephson, 1962, 1964]

(see Figure 1.1).10 It was discovered in mid-1980s that at sub-hundred-millikelvin

temperatures, in a current-biased Josephson junction, the escape rate of its macro-

scopic phase variable in the washboard potential deviates from the classical calcu-

lation and obeys the distinct quantum mechanical prediction due to the quantum

tunneling effect [Clarke et al., 1988; Devoret et al., 1985; Martinis et al., 1985, 2020].

In these experiments, quantum fluctuations of a single collective degree of freedom

emerged to be comparable to thermal excitations, and had caused nonclassical mea-

surement outcomes. More recently, the Josephson phase variable across tunnel junc-

tions has been joined by quantized vibrational modes—phonons—in mechanical oscil-

lators [O’Connell et al., 2010] and quantized spin waves—magnons—in ferromagnetic

crystals [Tabuchi et al., 2014, 2015] to form a growing list of experimental systems

wherein single macroscopic quantum variables can be observed and manipulated in

vivo. These solid-state platforms have therefore offered unique opportunities for re-

searchers to design novel artificial quantum systems using available engineering tools.

The subfield of modern physics studying the aforementioned macroscopic quantum

10As it was discovered later, the Josephson effect can be observed in several classes of mesoscopic
heterostructures consisting of two pieces of superconductor interrupted by a “weak link,” which can
be either short or long compared to the superconducting coherence length [Likharev, 1979]. The thin
insulator layer in an SIS tunnel junction—as depicted in Figure 1.1—is one example of weak links,
which allows a supercurrent to flow across the junction due to the coherent quantum tunneling effect
of Cooper pairs. Microscopic mechanisms other than quantum tunneling are present in other types of
weak links such as quantum point contacts and semiconductor nanowires, in which supercurrents are
conducted by localized fermionic modes known as Andreev bound states [Andreev, 1964; Beenakker
and van Houten, 1991; Furusaki and Tsukada, 1991]. In this light, the theory of Andreev reflection
and Andreev bound states provides a unified picture for understanding the Josephson effect: for
instance, the supercurrents across an SIS tunnel junction (or simply, Josephson junction) can be
thought as being carried by millions of sub-gap Andreev levels due to the presence of a large number
of conduction channels in the weak link. See Hays [2021] for further discussions.
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(a) (b) (c)

CJ LJ

S

S
I   

Figure 1.1: Physical structure and circuit symbols of a Josephson junction. (a) Cross-
section sketch of the tunnel junction: a Josephson junction is a single-port electrical
device consisting of two pieces of superconductor (S) separated by a nanometer-thin
insulator layer (I). The gauge-invariant phase variable ϕ is the time integral of the volt-
age V across the junction: ϕ(t) = φ−1

0

∫ t
−∞ V (t′) dt′, where φ0 = ~/2e is the reduced

magnetic flux quantum. (b) Using the lumped-element circuit language, a Josephson
junction can be represented as a junction capacitor CJ shunting an ideal Josephson
element (cross), which possesses a nonlinear inductance LNL(ϕ) = LJ/ cosϕ, with
LJ = φ0/Ic defined as the Josephson inductance and Ic being the critical current of
the junction. (c) Circuit symbol of a Josephson junction equivalent to the parallel
circuit in (b). For the physics of the Josephson effect, see de Gennes [1966], Tinkham
[1996], Rose-Innes and Rhoderick [1978], and Orlando and Delin [1991].

phenomena has been calledmesoscopic physics, for these physical objects of interest

are neither macroscopic systems in the conventional definition where laws of classical

mechanics reign, nor microscopic systems in the strict sense that are only composed

of a small number of atomic or subatomic particles.11 The central reason underlying

this unique “intermediate” category is illustrated in Figure 1.2: in nature, there is no

necessary correlation between the number of particles in a physical system and its

11Besides Datta [1995] and Nazarov and Blanter [2009], also see Imry [1997], Akkermans [2010],
Grabert and Devoret [1992], and Sohn et al. [1997] for an overview of mesoscopic physics. Refer-
ences on macroscopic quantum coherence overlaps those about quantum machines in Footnote 5 of
this chapter. In practice, mesoscopic physics also includes the studies of low-dimensional quantum
structures such as quantum dots, nanowires, and carbon nanotubes, although quantum variables in
these systems (for instance, single electron spins) are often microscopic in their nature.
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Figure 1.2: Illustration of the macroscopic, microscopic, and mesoscopic scales. The
horizontal and vertical axes represent the structural complexity and the information
complexity of a physical system, respectively. Mesoscopic phenomena arise when the
system contains a large number of atoms but at the same time, only a very small
number of excitation quanta per degree of freedom. The Latin prefixes of these three
scales are annotated with their ancient Greek roots and their literal translations.

number of excitation quanta per degree of freedom; and it is the excitation number,

rather than the particle number, that distinguishes the quantum regime from the

classical one.

1.3.2 Superconducting artificial atoms

Following the observations of macroscopic quantum phenomena, the next important

step toward engineering a “Schrödinger’s cat” was to demonstrate the quantum su-

perposition and coherent dynamics of classical states that are macroscopically dis-
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tinguishable.12 Such idea was first proposed as a crucial test for the applicability

of quantum theory to the macroscopic realm [Leggett, 1980, 1987], and were then

realized around the turn of the century in several superconducting microwave devices

containing one or more Josephson junctions [Chiorescu et al., 2003; Martinis et al.,

2002; Nakamura et al., 1999; Vion et al., 2002; Yu et al., 2002]. These mesoscopic

electrical circuits have been generically named superconducting artificial atoms

because one can coherently manipulate their quantum state just like in natural atoms.

A superconducting artificial atom is reduced to a superconducting qubit if only

two levels in its energy spectrum are of practical interest—for instance, being used

as computational basis states for quantum information processing.13

Experimentally, an “atom” is characterized by a discrete set of energy levels in

its low-energy spectrum; but besides that, it must have two additional properties in

order to display quantum coherent dynamics in the time domain:

(i) Low dissipation: The linewidths of those energy levels should be small compared

to their level separations, which is essential for quantum systems to have long

intrinsic coherence times.

(ii) Nonlinearity : Those energy levels must not be equally spaced as in a quantum

harmonic oscillator, which would otherwise prohibit the selective excitation of

individual levels using electromagnetic drives.

12At the theoretical level, the measure of “macroscopic distinguishability” between different meso-
scopic classical states in quantum coherent experiments has been a subtle topic of discussion. See
Fröwis et al. [2018] for an updated review.

13A few recommended introductions to the basic physics of superconducting qubits are Makhlin
et al. [2001], Devoret and Martinis [2004], Martinis [2004], Wendin and Shumeiko [2007], Clarke and
Wilhelm [2008], Girvin [2014], Wendin [2017], and Krantz et al. [2019]. Also see Kjaergaard et al.
[2020] and Siddiqi [2021] for reviews on recent experimental advances.
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Figure 1.3: (a) Generic circuit model of a superconducting artificial atom. The trian-
gular symbol denotes a radio-frequency (RF) ground. (b) Cooper-pair box: prototype
of the charge qubit family [Bouchiat et al., 1998; Nakamura et al., 1999]. (c) RF super-
conducting quantum interference device (SQUID): prototype of the flux qubit family
[Friedman et al., 2000]. (d) Transmon: a variation of the charge qubit, wherein the
Josephson junction is shunted by an external capacitor [Koch et al., 2007; Paik et al.,
2011; Schreier et al., 2008].
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Electrical signals in superconductors have near-zero dissipation if the photon en-

ergies associated with those signals are far below the superconducting energy gap—

typically corresponding to microwave or far-infrared frequencies for conventional BCS

superconductors [Tinkham, 1996]; resonant electromagnetic modes in superconduct-

ing circuits should therefore have high quality factors, in practice mainly limited

by their coupling to the environment. Furthermore, the Josephson junction (Figure

1.1) provides a nonlinear inductive element, which breaks the harmonic energy-level

structure of a linear resonant circuit mode. Hence researchers have been implement-

ing varieties of superconducting artificial atoms using Josephson junctions connected

to a linear reactive circuit network.

The circuit model of a prototypal superconducting artificial atom is presented in

Figure 1.3, where the Josephson junction in the center is coupled to external shunting

and biasing circuitry on both sides. The variation among different classes of artificial

atoms arises from the competition of three energy scales [Smith, 2019]:

(i) Josephson energy, defined as the energy gain per single electron when a Cooper

pair tunnels across the Josephson junction, and phenomenologically equal to

EJ =
φ2

0

LJ

, (1.1)

in which φ0 = ~/2e is the reduced magnetic flux quantum, and LJ = φ0/Ic is

the Josephson inductance. Alternatively, Ic and EJ can be predicted using the

microscopic BCS theory [Ambegaokar and Baratoff, 1963a,b],

Ic =
πφ0

~
∆

Rn

, (1.2)

EJ =
πφ2

0

~
∆

Rn

, (1.3)

where ∆ denotes the superconducting energy gap, and Rn is the junction resis-
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tance in the normal (non-superconducting) state.

(ii) Coulomb energy, defined as the charging energy of transferring one single elec-

tron to the top electrode,

EC =
e2

2C
, (1.4)

in which C = CJ+Cs+Cg is the total capitance between the junction electrodes.

(iii) Linear inductive energy

EL =
φ2

0

L
. (1.5)

The specific type of artificial atom that will be investigated in this dissertation

is the transmon, which is schematically a nonlinear LC oscillator consisting of—

as depicted in Figure 1.3(d)—a Josephson junction, an external shunting capacitor

Cs � CJ, and no external linear inductor (EL = 0). Concerning the energy scales,

the circuit is in a regime of EJ/EC ∼ 50–100, which is designed to suppress unwanted

energy-level dispersions caused by gate charge fluctuations in the Cooper-pair box

[Figure 1.3(b)], and meanwhile, to maintain a reasonable anharmonicity for fast qubit

control operations [Koch et al., 2007]. Mathematically, the classical Hamiltonian of a

transmon circuit can be written using the magnetic flux and electric charge variables

on its top electrode,

Ht =
q2

2C
− EJ cos

(
Φ

φ0

)
, (1.6)

or alternatively using the dimensionless superconducting phase ϕ = Φ/φ0 and Cooper-
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pair number n = q/2e,

Ht = 4ECn
2 − EJ cos(ϕ). (1.7)

Note that the above two equations have the same form as the Hamiltonian of a one-

dimensional rigid rotor in the gravitational field. In the transmon regime (EJ � EC),

the dynamics of the system is confined to the vicinity of ϕ = 0, and hence14

Ht = 4ECn
2 +

EJ

2
ϕ2 − EJ

24
ϕ4 +O

(
ϕ6
)
. (1.8)

The canonical circuit quantization protocol15 yields

ϕ → ϕ̂ = ϕZPF

(
t̂† + t̂

)
, (1.9)

n → n̂ = inZPF

(
t̂† − t̂

)
, (1.10)

in which the quantum operators obey their commutation relations

[
ϕ̂, n̂

]
= i (1.11)[

t̂, t̂†
]

= 1. (1.12)

14Note that we have dropped the constant term −EJ in this Hamiltonian expansion. Another
type of constant term that will be dropped in this dissertation is the zero-point energy of a harmonic
oscillator mode in quantized Hamiltonians.

15For the Lagrangian and Hamiltonian representations of electrical circuits and their canonical
quantization protocol, see Devoret [1997] and Vool and Devoret [2017]. For a general treatment on
the quantization of electromagnetic fields, see Cohen-Tannoudji et al. [1987].
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Moreover, zero-point fluctuations of ϕ and n are given by

ϕZPF =
1√
2

(
8EC

EJ

) 1
4

=
1√
2

√
2πZc

Rq

, (1.13)

nZPF =
1√
2

(
EJ

8EC

) 1
4

=
1√
2

√
Rq

2πZc

, (1.14)

in which Zc =
√
LJ/C is the characteristic impedance of the oscillator, and RQ =

h/(2e)2 is the superconducting resistance quantum. These values of zero-point fluc-

tuations obey the Heisenberg uncertainty principle,

ϕZPF nZPF =
1

2
. (1.15)

With the above relations, we can then write down the quantized Hamiltonian of the

transmon using bosonic creation and annihilation operators

Ĥt =
√

8EJEC t̂†t̂ − EC

12

(
t̂† + t̂

)4
+O

[(
t̂† + t̂

)6
]
. (1.16)

After dropping energy non-conserving terms (also known as the rotating wave approx-

imation, RWA) and normal-ordering the bosonic operators [Louisell, 1973; Scully and

Zubairy, 1997], we obtain

Ĥt =
(√

8EJEC − EC

)
t̂†t̂ − EC

2
t̂†2 t̂2 +O

[(
t̂† + t̂

)6
]
. (1.17)

Now we arrive at the conclusion that the transmon Hamiltonian including its lowest-

order nonlinearity has the form of a quantum Kerr oscillator, in which transition

frequencies between its ν-th and (ν + 1)-th levels are given by

f ν,ν+1
t = f 01

t −
νEC

h
=

√
8EJEC − (ν + 1)EC

h
. (1.18)
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The Coulomb energy EC is therefore referred to as the transmon anharmonicity (or

self-Kerr nonlinearity), which will be denoted by Kt in the rest of this dissertation.

In reality, the fundamental transition frequency f 01
t is commonly designed to be on

the order of a few gigahertz, and EC/h to be around 150–250 MHz. These conventions

are mostly derived from practicality: In superconducting quantum devices, accessible

transition frequencies must be below the energy gap such that superconductivity can

be preserved during the coherent manipulation of their quantum state between those

levels. For example, thin-film aluminum—the most frequently used superconducting

material in artificial atoms—has a critical temperature Tc ≈ 1.3 K under zero external

magnetic field, corresponding to an energy gap ∆ ≈ 1.76kBTc ≈ 200 µeV [Tinkham,

1996]. Electromagnetic radiation with a frequency above 2∆/h ≈ 96 GHz would then

break Cooper pairs and drive the material back to its normal state.16 On the other

hand, thermal excitations in the quantum system can only be sufficiently suppressed

when kBT � hf 01
t . The technology of dilution refrigeration is capable of providing

continuous cooling power at T ∼ 10–20 mK, which requires f 01
t to be preferably by

one order of magnitude above kBT/h ∼ 200–400 MHz. Considering these restrictions

on both sides, transmons with f 01
t between 4–8 GHz are most commonly implemented

in laboratories; meanwhile, the control and measurement of these artificial atoms can

be reliably supported by commercial microwave generation and analysis equipment

at gigahertz frequencies.17

Given f 01
t , the value of EC can be determined according to the ratio EJ/EC. In

practice, EC ∼ 150–250 MHz allows qubit gate operations to be completed on the

16The sensitivity of superconductivity to high-frequency radiation provides the principle for
Josephson-junction-based millimeter-wave detectors. See Tucker and Feldman [1985] for a review.

17Note that temperature T , voltage V , and frequency f can all be related an energy scale after
the multiplication of a fundamental constant—kBT , eV , and hf , which represent thermal excita-
tions, electrostatic energy, and photon energy, respectively. The conversion and comparison of these
physical quantities are frequently encountered in low-temperature electromagnetic measurements.
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10 ns time scale without significant population leakage out of the two-level compu-

tational subspace, usually chosen to be spanned by the ground state |0〉 and first

excited state |1〉 of a transmon. Yet in addition, there are other application scenarios

where a superconducting nonlinear oscillator with a lower anharmonicity is desired—

for instance, to provide a weakly nonlinear mode with low intrinsic dissipation for

quantum-limited microwave amplification. A transmon-style circuit with a lower EC,

or equivalently, a higher EJ/EC ratio can in principle fulfill the requirement. But in

reality, the fabrication of Josephson junctions with a very large EJ—or a very large

junction area, according to Equation (1.3)—posts practical difficulties. One solution

is to use a junction array in place of a single junction, as shown in Figure 1.4: Con-

sider the model of an array of N identical junctions, each having a Josephson energy

E ′J. In its lowest-energy configuration, the Josephson phase ϕ across the junction

array will be equally distributed on each junction [Sivak et al., 2020].18 The potential

energy term in the circuit Hamiltonian can thus be written as

−NJE
′
J cos

(
ϕ

NJ

)
→ E ′J

2NJ

ϕ2 − E ′J
24N3

J

ϕ4 +O
(
ϕ6
)
. (1.19)

Comparing Equations (1.8) and (1.19), it can be found that by setting E ′J = NJEJ,

one obtains a junction array mode that has the same linear inductance as a single-

junction transmon. Given their shunting capacitance or EC to be the same, the

two oscillators then have the same linear resonant frequency, but the one with the

junction array has a lower anharmonicity suppressed by a factor of N2
J . This method

of engineering weakly nonlinear quantum oscillators is applied to the design of the

Π-mon artificial molecule, as will be reported in Chapter 6.

18A more rigorous treatment of the energy spectrum of Josephson junction arrays, taking junction
capacitors and ground capacitors into consideration, can be found in Masluk et al. [2012].
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(a) (b)

...

Figure 1.4: Reduction of the Josephson nonlinearity in a junction array: Replacing a
single Josephson junction (with a Josephson energy EJ) with an array of NJ junctions,
each having a Josephson energy NJEJ, leads to a quantum Kerr oscillator with the
same fundamental transition frequency but a reduced anharmonicity by a factor of
N2

J . The junction or junction array is shunted by the external capacitance formed by
a pair of coplanar electrode pads. This specific physical layout is compatible with the
three-dimensional circuit QED architecture [Paik et al., 2011].

To sum up, like natural atoms, superconducting artificial atoms have anharmonic

energy levels that allow the coherent manipulation of their quantum state; but unlike

natural atoms, whose energy levels are determined only by their subatomic-particle

composition and fundamental scientific constants, the artificiality of superconducting

circuits grants researchers the possibility to design “atoms” using engineering methods:

in reality, each artificial atom has its own unique characters depending on the circuit

topology, device parameters, material properties, and fabrication procedures. As will

be seen in the next section, artificial atoms can also interact with microwave photons

through an engineerable, coherent interface, which brings atomic physics and quantum

optics to mesoscopic solid-state circuits.

1.3.3 Circuit quantum electrodynamics

Photons are the elementary excitations of electromagnetic fields. Atoms absorb and

emit photons at the leading order, if present, through their electric dipole interaction

[Cohen-Tannoudji et al., 1987; Grynberg et al., 2010]. The atom–photon interaction

can be enhanced if the photons are confined in a high-finesse cavity—an experimen-
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tal system known as cavity quantum electrodynamics, abbreviated as cavity QED

[Haroche and Raimond, 2006; Miller et al., 2005; Walther et al., 2006]. Parallel to the

derivation of artificial atoms from natural atoms [Haroche et al., 2020], the electrical

circuit counterpart of cavity QED was first proposed and achieved with a Cooper-

pair box coupled to a superconducting coplanar waveguide resonator [Blais et al.,

2004; Wallraff et al., 2004], and subsequently using transmons [Houck et al., 2007;

Paik et al., 2011; Schuster et al., 2007], fluxoniums [Manucharyan et al., 2009a; Pop

et al., 2014], and standard and modified flux qubits [Stern et al., 2014; Yan et al., 2016]

coupled to either two-dimensional (2D) or three-dimensional (3D) microwave cavities.

The field has been since named circuit quantum electrodynamics, abbreviated

as circuit QED.19

The circuit QED architecture is essentially about engineering the electromagnetic

environment of superconducting artificial atoms [Devoret et al., 2003; Esteve et al.,

1986], and as a result, it has significantly improved the coherence, measurability, and

connectivity of superconducting quantum circuits (see Section 1.2):

(i) The enhancement of qubit coherence times by coupling the artificial atom to a

resonator can be understood from a classical microwave engineering viewpoint

[Pozar, 2012]: as described in Figure 1.5(b), the linear cavity mode serves as a

resonant bandpass filter between the transmon and the semi-infinite transmis-

sion line, the latter hosting a broadband continuum of electromagnetic modes

that would otherwise cause the energy decay of the transmon without the filter-

19For pedagogical introductions to circuit QED, see Girvin [2014], Blais et al. [2021], and Gao et al.
[2021]. Also see Schoelkopf and Girvin [2008], Girvin et al. [2009], and Blais et al. [2020] for more
succinct reviews. Moreover, in addition to superconducting qubits, the circuit QED architecture
has been applied to couple microwave photons to a variety of microscopic or macroscopic quantum
degrees of freedom to form hybrid quantum systems; see Clerk et al. [2020] for progress on this
forefront.
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(a)

(b)
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g

g
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⃗

tc
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Figure 1.5: Schematic diagram of the circuit QED system. (a) Cross-section draw-
ing of one specific (and structurally the simplest) physical layout: a fixed-frequency
transmon (red) capacitively coupled to a 3D rectangular microwave cavity [Paik et al.,
2011]. The electric field profile of the fundamental cavity mode—TE101—is depicted
in the background (gray arrows with a sinusoidal envelope), which is parallel to the
electric dipole moment of the transmon (red arrow). The cavity TE101 mode is cou-
pled to a microwave coaxial cable through a pin coupler (top center, gray). From
the perspective of antennas, the transmon carries a vertical short electric dipole, and
the coaxial pin can be regarded as a vertical monopole due to the ground effect of
the cavity ceiling [Balanis, 2016]. The alignment of their dipole moments provides
the geometric basis for the linear coupling between the transmon, the cavity, and
the coaxial line. (b) Circuit model of (a). Different from the symbols in Figure 1.3,
here the junction capacitor and the external shunting capacitor of the transmon are
combined into one (dominated by the latter). Note that the linear LC oscillator
in the center is a faithful representation of the cavity only near one of its resonant
frequencies.
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ing protection from the cavity. In atomic physics, this was originally predicted

as the Purcell effect: the spontaneous emission of an atom can be enhanced

if it is coupled to a cavity on resonance, and suppressed if the cavity and the

atomic transition are detuned [Purcell, 1946]. Such effect was also observed

in superconducting circuits [Houck et al., 2008], and has been motivating the

operation of circuit QED systems in their dispersive regime wherein the fre-

quency separation between the artificial atom and the microwave resonator is

large compared to their linear coupling strength such that they have no direct

energy exchange at the leading order. Mathematically, the quantized Hamilto-

nian of the transmon–cavity system can be written as

Ĥt–c

~
= ωc ĉ

†ĉ+ ω01
t t̂
†t̂− Kt

2
t̂†2 t̂2 + gtc

(
t̂† + t̂

)(
ĉ† + ĉ

)
, (1.20)

in which “c” denotes the cavity and “t” denotes the transmon; the creation

and annihilation operators of the cavity mode obey the bosonic commutation

relation [ĉ, ĉ†] = 1; the transmon anharmonicity is denoted by Kt = EC/~.

The dispersive regime is characterized by ∆tc = |ωc − ω01
t | � gtc, in which

the off-resonance coupling between the transmon and the cavity results in a

cavity-photon-induced qubit decay rate—also called the “Purcell limit”:

Γ1P =
1

T1P

=

(
gtc

∆tc

)2

κc, (1.21)

in which κc is the cavity decay rate primarily through its coupling to the trans-

mission line [Koch et al., 2007; Schuster, 2007]. In practice, T1P sets an upper

bound of qubit T1 in a circuit QED system.

Experimentally, when T1P & 0.1–1 ms is achieved, the qubit T1 is no longer

constrained by radiative decay channels, but mostly by intrinsic mechanisms



1.3. Quantum electrical circuits: ideas and implementations 25

such as dielectric material losses [Dunsworth et al., 2017; Read et al., 2022;

Wang et al., 2015] and nonequilibrium quasiparticles in Josephson junctions

[Catelani et al., 2011; Martinis et al., 2009; Serniak et al., 2019, 2018; Wang

et al., 2014]. In other circuit QED setups where a large κc is specially wanted

for fast qubit readout (see Section 2.3.3), the Purcell limit of qubit energy decay

can be further extended by reducing the electromagnetic mode density near

the qubit frequency using, for instance, a quarter-wave impedance transformer

[Reed et al., 2010b], a quarter-wave bandpass filter [Jeffrey et al., 2014; Sete

et al., 2015; Walter et al., 2017], a rectangular waveguide section [Narla, 2017;

Narla et al., 2016], or a resonant cavity attenuator [Wang et al., 2019], which

have been collectively called “Purcell filters.” With these cautions, measurement

values of T1 & 10–100 µs are now being regularly reported from transmons

embedded in the circuit QED architecture.

The impact of cavity photons on qubit dephasing time, together with its meth-

ods of prevention, will be addressed in Section 3.3 and Chapter 5.

(ii) The circuit QED system in the dispersive regime provides a near quantum non-

demolition microwave readout channel for superconducting qubits [Blais et al.,

2004; Wallraff et al., 2005]. I will review its basic concepts in Section 3.2, its

general experimental implementation in Chapter 4, and present a novel qubit

readout scheme in Chapter 6.

(iii) Through the conversion of quantum information from its standing (material)

to flying (photonic) carriers, the interaction between artificial atoms can be

extended beyond their nearest physical neighbors. Progress on this forefront

includes entanglement generation, quantum state transfer, and quantum gate

protocols both inside the same circuit QED unit [Chow et al., 2011, 2013; Di-

Carlo et al., 2009; Majer et al., 2007; Paik et al., 2016; Ristè et al., 2013]
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and between separate or remote transmon–cavity modules [Axline et al., 2018;

Burkhart et al., 2021; Campagne-Ibarcq et al., 2018; Chou et al., 2018; Gao

et al., 2019, 2018; Kurpiers et al., 2018, 2019; Leung et al., 2019; Narla et al.,

2016; Roch et al., 2014; Rosenblum et al., 2018]. In Chapter 7, I will briefly

discuss how the innovations in single-qubit experiments reported in this disser-

tation is able to contribute to the realization of a modular, scalable quantum

network.

1.3.4 Quantum-limited amplification

In the circuit QED architecture, microwave photons in a readout resonator are entan-

gled with artificial atoms and are subsequently released into the output transmission

line, carrying information of the qubit state under observation. Qubit readout is

therefore converted to the problem of microwave signal processing near the quantum

limit, which has been notably empowered by the new development of quantum-limited

microwave parametric amplifiers—typically also implemented with superconducting

Josephson circuits thanks to the low-dissipation (ideally, dissipation-free) nonlinearity

provided by the Josephson effect [Roy and Devoret, 2016]. The operation of Josephson

parametric amplifiers is free from the large number of microscopic degrees of freedom

that would participate and cause extra dissipation in conventional analog electronic

devices. With careful circuit engineering, the amount of added noise in these ampli-

fication processes can approach its minimal level imposed by the fundamental laws of

quantum mechanics [Caves, 1982; Haus and Mullen, 1962; Shimoda et al., 1957].

Based on their different physical mechanisms, linear analog amplifiers can be di-

vided into the phase-preserving (PP) and phase-sensitive (PS) categories: The former

amplifies both the in-phase (I) and the quadrature (Q) components20 of a sinusoidal

20In this dissertation, we use the complex phasor representation of analog sinusoidal signals
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signal with the same gain factor,

IPP
out =

√
GPP Iin, (1.22)

QPP
out =

√
GPPQin. (1.23)

The latter amplifies one quadrature component (assuming it being Q) while de-

amplifying the other one with the same factor,

IPS
out =

1√
GPS

Iin, (1.24)

QPS
out =

√
GPSQin. (1.25)

The noise properties of these two classes of linear amplifiers are nevertheless dif-

ferent in their quantum limit: The minimal added noise of a phase-preserving

amplifier in the high-gain limit (GPP � 1) is equal to one half of the energy of

a single photon at the signal frequency; this lower limit is however not present for

phase-sensitive amplifiers [Caves, 1982; Clerk et al., 2010]. These two distinct results

originate from the Heisenberg uncertainty principle, or quantum back-action during

the measurement of incompatible observables: In phase-preserving amplification, both

quadrature components of the signal—analogous to the position and momentum of

a quantum mechanical particle—are amplified simultaneously, and hence the output

signal is subject to additional quantum noise, which is also linked to the standard

oscillating at a given angular frequency ω:

A sin(ωt+ θ) = I sin(ωt) +Q cos(ωt) → Ã = Aeiθ ∈ C,

in which I = A cos θ and Q = A sin θ are the in-phase and quadrature (IQ) components of the signal,
respectively. A single-frequency alternating signal is therefore denoted by (I,Q) in the complex
plane, analogous to the position and momentum (x, p) of a one-dimensional particle in its phase
space.
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quantum limit (SQL) in interferometric measurements with classical sources of light

[Braginsky, 1970; Caves, 1980; Caves et al., 1980; Schawlow and Townes, 1958]. On

the other hand, phase-sensitive amplification, which only amplifies one quadrature

component of the input signal, is analogous to monitoring only the position or the

momentum of the particle, or breaking the standard quantum limit by using squeezed

states of light in interferometry experiments [Caves, 1981]. The de-amplification or

erasure of information in the conjugate quadrature is dictated by quantum mechan-

ics as the state of a particle in its phase space cannot be determined with infinite

precision.

Mathematically, these results can be expressed by writing the quantum operators

of I and Q using bosonic creation and annihilation operators,

Iβ → Îβ =
1

2

(
ĉ†β + ĉβ

)
, (1.26)

Qβ → Q̂β =
i

2

(
ĉ†β − ĉβ

)
, (1.27)

in which β ∈ {in, out}. From [ ĉβ, ĉ
†
β ] = 1, one can obtain the canonical commutation

relation

[
Îβ, Q̂β

]
=
i

2
. (1.28)

The input–output relations for the two types of parametric amplifiers can then be

written as

Îout =
√
GPP Îin +

√
GPP − 1 Î id

in , (1.29)

Q̂out =
√
GPP Q̂in −

√
GPP − 1 Q̂ id

in , (1.30)
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and

Îout =
1√
GPS

Îin, (1.31)

Q̂out =
√
GPS Q̂in, (1.32)

respectively, such that the canonical commutation relation—Equation (1.28) is pre-

served. For the phase-preserving amplifier, Î id
in and Q̂ id

in are quadrature operators—

similar to Îin and Q̂in—of an idler input mode,21 which is responsible for the minimal

added noise to the output signal,

(∆Îout)
2 = GPP (∆Îin)2 + (GPP − 1) (∆ Î id

in )2, (1.33)

(∆Q̂out)
2 = GPP (∆Q̂in)2 + (GPP − 1) (∆Q̂ id

in )2. (1.34)

The quantum limit of phase-preserving amplification is achieved when the idler input

is in the vacuum state (∆ Î id
in = ∆Q̂ id

in = 1/2),

(∆Îout)
2
min

GPP

= (∆Îin)2 +
1

4

(
1− 1

GPP

)
GPP�1−−−−→ (∆Îin)2 +

1

4
, (1.35)

(∆Q̂out)
2
min

GPP

= (∆Q̂in)2 +
1

4

(
1− 1

GPP

)
GPP�1−−−−→ (∆Q̂in)2 +

1

4
. (1.36)

21The input–output relation for a phase-preserving amplifier is more often written as

ĉout =
√
GPP ĉin +

√
GPP − 1 ι̂†in,

ĉ†out =
√
GPP ĉ

†
in +

√
GPP − 1 ι̂in,

where ι̂in and ι̂†in are bosonic operators of the idler mode. Then Î id
in and Q̂ id

in are defined in the same
way as Equations (1.26) and (1.27).
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Figure 1.6: Comparison of the (a) phase-preserving and (b) phase-sensitive quantum-
limited linear amplification schemes. The input states—colored in black—are chosen
to be coherent states with the minimal quadrature uncertainties, ∆Îin = ∆Q̂in = 1/2.
The different output states are colored in red. The “signal” is defined to be along the
quadrature component (Q axis). The same gain factor along the signal axis is adopted
in all three situations: G = GPP = GPS. The ratio of their output quadrature noise is
∆QPP : ∆QPS =

√
2G− 1 :

√
G, which are inversely proportional to their quadrature

signal-to-noise ratios. As an example, the case of G = 4 is plotted here.

On the other hand, for an ideal phase-sensitive amplifier, along its signal axis,

(∆Q̂out)
2

GPS

= (∆Q̂in)2, (1.37)

where no added noise is present. A true-to-scale numerical comparison between the

two situations can be found in Figures 1.6(a) and 1.6(b).

Josephson parametric amplifiers with quantum-limited or near-quantum-limited

noise properties in both the phase-sensitive [Castellanos-Beltran et al., 2008; Hatridge

et al., 2011; Yamamoto et al., 2008; Yurke et al., 1989, 1988] or the phase-preserving
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mode [Bergeal et al., 2010a,b; Roch et al., 2012] had enabled the first generation of

experiments that demonstrated the high-fidelity single-shot readout of qubit states in

linear circuit QED setups [Hatridge et al., 2011; Johnson et al., 2012; Lin et al., 2013;

Ristè et al., 2012; Vijay et al., 2011]. Since then, boosting qubit readout has been a

major motivation for a number of innovative designs of microwave amplifiers based on

Josephson junctions [Abdo et al., 2018, 2013; Bell and Samolov, 2015; Eichler et al.,

2014; Frattini et al., 2018, 2017; Kamal et al., 2011, 2012; Lecocq et al., 2017; Macklin

et al., 2015; Mutus et al., 2014; O’Brien et al., 2014; Planat et al., 2020; Rosenthal

et al., 2021; Sivak et al., 2019, 2020; Sliwa et al., 2015; Zorin, 2016] or high-kinetic-

inductance materials [Chaudhuri et al., 2017; Ho Eom et al., 2012; Ranzani et al.,

2018; Vissers et al., 2016], which are optimized for bandwidth, dynamic range, or

signal directionality.22

1.3.5 A brief discourse on “quantumness”

After reviewing the key ideas and implementations of superconducting quantum cir-

cuits, I wish to conclude this section with a short remark on their “quantumness”—by

what definitions are these engineered systems quantum mechanical? The answer

should at least contain the following four aspects:

(i) Superconductivity and the Josephson effect (Section 1.3.1) aremacroscopic phe-

nomena explained by a quantum theory of electrons and phonons at the micro-

scopic level (the BCS theory). However, the physical measurement quantities

characterizing these phenomena—for instance, the current and voltage in the

constitutive equations of a Josephson junction obtained from a conventional

22Besides their applications in circuit QED systems, Josephson amplifiers have also advanced
the frontier of quantum-limited radiometry—for instance, microwave-cavity-based experiments in
search of the hypothetical particle—axion—of dark matter [Asztalos et al., 2010; Backes et al., 2021;
Brubaker et al., 2017; Du et al., 2018; Zhong et al., 2018].
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electrical transport experiment—are strictly classical variables with no observ-

able quantum fluctuations or measurement back-action, not different from those

in the I–V relations of an Ohmic resistor or a semiconductor transistor. People

thus categorize superconductors as “quantum materials”—in spite of their mi-

croscopic quantum mechanical constituents, quantum coherent dynamics—like

Rabi oscillation or Ramsey interference—does not unfold itself on the macro-

scopic scale.

(ii) Superconducting artificial atoms (Section 1.3.2) and their interactions with mi-

crowave photons (Section 1.3.3) exhibit the coherent dynamics of single quan-

tum degrees of freedom in condensed matter with the participation of a large

number of microscopic particles. These mesoscopic devices are employed as

physical units of information—qubits, which are to be controlled using the quan-

tum logic. They are candidate components of quantum information machines

whose algorithmic operation is distinct from that of classical computers.

(iii) The quantum limit of linear analog amplification (Section 1.3.4) is a direct man-

ifestation of the quantum back-action in the measurement of electromagnetic

fields, although Josephson parametric amplifiers typically work in the weakly

nonlinear, semiclassical regime and thus do not display quantum coherent dy-

namics between classical states like artificial atoms.

(iv) The Josephson nonlinearity in parametric amplifiers can also be used to pre-

pare squeezed states of microwave radiation from coherent or vacuum fields

[Eddins et al., 2018; Flurin et al., 2012; Liu et al., 2020; Murch et al., 2013;

Toyli et al., 2016], because they possess a quantum optical interface like arti-

ficial atoms, which due to their strong nonlinearity can absorb and emit sin-

gle microwave photons—the most “quantum” state of electromagnetic radiation
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among all [Campagne-Ibarcq et al., 2018; Houck et al., 2007; Inomata et al.,

2016; Lescanne et al., 2020; Narla et al., 2016].23

In summary, the Josephson nonlinearity, combined with the suppression of elec-

tromagnetic dissipation in superconductors,24 is the foundation of all the following

aspects of quantumness—macroscopic quantum coherence, quantum-limited measure-

ment, and nonclassical states of radiation—in superconducting quantum circuits. In a

broader sense, low-dissipation nonlinear elements with a coherent electromagnetic in-

terface are the core of quantum engineering systems. Josephson junctions are among

a very short list of macroscopic engineerable objects that can fulfill this require-

ment. Their macroscopicity, however, raises the outstanding challenge of protecting

quantum states from various sources of environmental perturbations, which is to be

discussed in the next section.

1.4 Noise in quantum circuits: origins and impacts

In natural science, noise is the collective name of stochastic physical quantities in an

experimental system that escape deterministic predictions by the researcher using a

feasible amount of time and resources. It reflects the limitation of interrogation and

control power over the system under investigation, and usually causes negative im-

pacts by deteriorating useful signals and thus prohibiting the accessibility of complete

knowledge about the problems of interest. Fundamentally, noise arises from the large

number of unmonitored degrees of freedom—aggregatively referred to as the resevior

or environment—that are present in all realistic physical systems and their control

and measurement apparatuses. The central quantitative relation predicting the level

23According to the quantum theory of optical coherence [Glauber, 1963], a single-photon source
is at the extreme of antibunching with g(2)(0) = 0.

24Or equivalently, the high-quality-factor modes in resonant superconducting electrical circuits.
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of noise on a physical quantity in an open system given the dynamical susceptibility

or response function is the fluctuation–dissipation theorem (FDT), which links

the fluctuations of an observable to the irreversible energy decay or information loss

into the dissipative environment [Callen and Welton, 1951; Kubo, 1966].25

Where is the leading source of dissipation in the circuit of superconducting ar-

tificial atoms—in particular, those embedded in a circuit QED system as shown in

Figure 1.5(b), in which the electrical response of a semi-infinite transmission line

with a characteristic impedance Zc is equivalent to a resistor R = Zc? Using the

FDT theorem in the quantum regime, one can derive the power spectral density of

its electrical resistive noise at temperature T ,

SV V [ω] =

∫
〈V̂n(t)V̂n(0)〉 eiωt dt =

[
coth

(
~ω

2kBT

)
+ 1

]
~ωZc, (1.38)

in which Vn is the voltage noise across its port. In the high-temperature (classical)

limit,

SV V [ω]
kBT�~|ω|−−−−−−→ 2kBTZc, (1.39)

which is known as the Johnson–Nyquist noise originating from the thermal agi-

tation of charge carriers in an electrical conductor at thermal equilibrium [Johnson,

1928; Nyquist, 1928]. Oppositely, in the low-temperature (quantum) limit,

SV V [ω]
kBT�~|ω|−−−−−−→


2~ωZc, ω > 0,

0, ω < 0,

(1.40)

25A number of useful textbook resources are available as introductions to the linear response the-
ory and the fluctuation–dissipation theorem in statistical mechanics and condensed matter physics.
Mazenko [2006] and Sólyom [2003] are recommended here for their clarity.
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which represents the quantum noise due to vacuum fluctuations of electric fields.

We have therefore proved the necessity of dilution refrigeration as argued in Section

1.3.2 in order to suppress thermal noise in quantum microwave circuits. The essence

of cooling in low-temperature physics is to remove extra entropy from uncontrolled

physical degrees of freedom so as to increase the amount of information in measure-

ment signals that reveal the quantum mechanical properties of matter. As I will show

in Section 3.3 (theory) and Chapter 5 (experiment), reducing thermal excitations in

the electromagnetic environment of artificial atoms is crucial for improving the qubit

dephasing time. Methods and considerations of thermalization in the circuit QED

experimental setup will be addressed in Section 4.3.

Quantum noise, fortunately, does not cause additional qubit dephasing in a circuit

QED module in its dispersive regime because the vacuum state |0〉 has a definite pho-

ton number and thus does not induce fluctuations of the qubit transition frequency

(see Sections 3.2 and 3.3). However, it will be detected and amplified by the measure-

ment chain and sets the ultimate limit of SNR given a certain number of microwave

photons in the readout cavity drive (see Section 3.2.3). This limit can only be achieved

if the measurement chain has perfect efficiency—namely, all photons used to interro-

gate the target are collected and no information is lost to the dissipative environment.

The key strategy to mitigate the impact of unavoidable readout loss is to amplify sig-

nals before those dissipative sources. This is the central idea behind quantum-limited

amplification (Section 1.3.4), and moreover, intra-cavity amplification, which is to be

reported and discussed in Chapter 6.

Thermal noise and quantum noise are the two components of a fluctuating elec-

tromagnetic field at finite temperatures. In quantum microwave circuit experiments,

they are intrinsic forms of noise that are naturally contained in a circuit QED system

in thermal equilibrium. In addition, electromagnetic radiation exterior to the ideal

circuit QED model (Figure 1.5) in practice can also cause damage to the experiment—
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for instance, infrared photons that excite nonequilibrium quasiparticles across the

Josephson junction [Diamond et al., 2022; Houzet et al., 2019] or fluctuating charges

across the transmon capacitor that lead to the energy-level dispersion of qubits [Ser-

niak et al., 2019, 2018]. The former demands careful electromagnetic filtering in the

experimental setup, and the latter can be addressed by reconsidering the parameters

and topology of the quantum circuit.26 We will come back to these points in Chapters

4 and 6.

So far, I have briefly reviewed the preliminary concepts and knowledge on which

the rest of this dissertation will be founded. This central aim has been to direct our

attention to the problems of noise mitigation and information acquisition in artificial

quantum systems—superconducting Josephson circuits in particular. In Chapter 2,

I will introduce the theoretical framework for understanding quantum measurement

and decoherence in the circuit QED architecture, in order to guide our experimental

efforts in improving qubit protection and readout protocols using quantum microwave

engineering techniques.

26Note that the insensitivities to gate charge and external flux fluctuations are among the main
motivations for the design of the fixed-frequency transmon.



Chapter 2

Theoretical Models of Quantum
Measurements

Through measuring to knowing—I would
like to write as a motto above every physics
laboratory.1

Heike Kamerlingh Onnes [1882]

The scientific laws we formulate mathemati-
cally in quantum theory no longer deal with
elementary particles themselves, but with
our knowledge of elementary particles.2

Werner Heisenberg [1955]

As the true origin of objective knowledge, measurements have been promoted to a

critical position in modern systems of natural science. Empirically speaking, scientific

concepts have ultimately to be defined at the operational level by their measurement

protocols and actions [Bridgman, 1927; Poincaré, 1905]. In the realm of atoms and

quanta, the microscopicity of physical objects, the weakness of experimental signals,

and the scarcity of obtainable information designate measurement as the essential

1Original text (in Dutch): “Door meten tot weten, zou ik als zinspreuk boven elk physisch
laboratorium willen schrijven.”

2Original text (in German): “Die Naturgesetze, die wir in der Quantentheorie mathematisch
formulieren, nicht mehr von den Elementarteilchen an sich handeln, sondern von unserer Kenntnis
der Elementarteilchen.”
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art “to explain visible complications through the invisible simplicity” [Perrin, 1913].3

Nowhere is the centrality of measurement more conspicuous than in quantum me-

chanics, where the action of information acquisition intermediates between the deter-

ministic and the stochastic, the continuous and the discrete, the reversible and the

irreversible, the observed and the observer [Heisenberg, 1930]. In contrast to our in-

tuition adapted to the classical world, in quantum physics the natural object and the

experimenter are not strictly separable any more: “One can no longer speak of the be-

havior of the particle independently of the process of observation” [Heisenberg, 1955].4

Conceptual difficulties concerning the emergence of post-measurement outcomes, the

correlation between microscopic and macroscopic states, and the quantum–classical

boundary—collectively known as the “measurement problem”—have prompted contin-

ual reexaminations of the foundations of quantum theory [d’Espagnat, 1976; Griffiths,

2002; Jammer, 1966; Lamb, 1969; Wheeler and Zurek, 1983; Zurek, 1990].

This chapter will provide rudimentary theoretical tools for describing and under-

standing quantum measurements in the ideal and nonideal situations. In particular,

I will discuss both strong projective and weak continuous measurements in order to

explain how measurement outcomes and their figures of merit emerge from the un-

derlying physical processes. Elementary languages of information theory will be used

to elaborate the connection between physical measurements and information acquisi-

tion. In the end, we will have developed some useful intuitions on key concepts such

as measurement strength, SNR, quantum back-action, and information efficiency,

which will be frequently encountered in the design and implementation of quantum

measurement experiments.

3Original text (in French): “expliquer du visible compliqué par de l’invisible simple.”
4Original text (in German): “man kann gar nicht mehr vom Verhalten der Teilchen, losgelöst

vom Beobachtungsvorgang sprechen.”
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2.1 Entropy, information, and measurements

“Information is physical.”5 While it is apparent that in the real world, information

has always to be associated with a physical carrier so as to be received and recognized

by human or nonhuman agents, contemporary interpretations of the physicality of in-

formation further emphasize that not merely those physical carriers, but elementary

steps of information processing are also subject to the fundamental laws of physics.

A conceptual milestone toward this understanding was the linkage of information to

the statistical entropy of a physical system for resolving the paradox of Maxwell’s de-

mon without violating the second law of thermodynamics [Brillouin, 1951a,b; Szilard,

1929].6 Meanwhile, information was assigned an operational definition as the entropy

reduction of a physical system before and after a measurement event [Brillouin, 1953,

1956],

J = S − S ′, (2.1)

in which S and S ′ stand for the initial and final entropy of the system under obser-

vation, and J denotes the increase of information from the viewpoint of the observer

acquired after an ideal measurement.7 In reality, any physical instrument can only

collect and record a limited portion of information carriers during a measurement,

whereas the rest are lost irreversibly into the unmonitored environment, as illustrated

5This exact phrase is known to have been coined and popularized by Rolf Landauer in a series
of articles published in the 1990s [Landauer, 1991, 1996, 1999], although studies on the relationship
between physics and information (or intelligence) can be traced back at least to Laplace [1814].

6The unification of statistical mechanics and information theory was further established through
the principle of maximum entropy in Jaynes [1957a,b]; also see Balian [1982].

7Information gain (or mutual information) is more frequently denoted by I in the literature;
but in this dissertation, I has been reserved for the in-phase component of a sinusoidal signal (see
Section 1.3.4).
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System

Observer

Unobserved
environment

UNIVERSE

Jenv

Jmeas

Figure 2.1: Venn-type diagrammatic model of a physical measurement, in which
the universe is divided into the “system” under observation and its environment,
which further consists of an observed subspace (the “observer”) and the unobserved
environment. The monitored and unmonitored information flows—from the viewpoint
of the observer—are denoted by Jmeas and Jenv, respectively. The ratio (Jmeas/Jenv)

should be maximized in a measurement operation with near-ideal efficiency.

in Figure 2.1. One can thus specify the “collectable” part of information from the total

entropy reduction of the system as

Jmeas < S − S ′ = Jmeas + Jenv, (2.2)

and define the information efficiency of an nonideal physical measurement as

ηm =
Jmeas

Jmeas + Jenv

< 1. (2.3)

Maximizing ηm has been a persistent task for experimental physicists who wish to

acquire more complete knowledge of the natural object or phenomena under investi-

gation.

Isolated quantum systems containing only a small number of internal degrees of

freedom and external communication channels offer the ideal platform for examining
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the connection between information and physical measurement at the fundamental

level. More particularly, in the quantum realm, information loss out of the observed

experimental subspace is the essential cause of decoherence—the degradation of quan-

tum coherent properties when a previously closed quantum system is brought in con-

tact with the open environment, which—according to contemporary views—provides

the key to understanding the quantum-to-classical transition from the microscopic

to the macroscopic scale [Joos et al., 2003; Schlosshauer, 2005, 2007; Zurek, 1991,

2003]. In the following sections, I will present how quantum measurements are imple-

mented and characterized using simplified theoretical models, which is the prerequisite

knowledge for understanding the qubit readout protocols and decoherence channels

in circuit QED experiments.

2.2 Basic notions of a qubit measurement

By its nature, a quantum coherent system—regardless of its physical size or number

of microscopic particles—only contains a small number of excitation quanta (see Sec-

tion 1.3.1). In most cases, its orthogonal quantum states {|qν〉} are not sufficiently

distanced—in either the energy spectrum or the phase space—to be directly differ-

entiated by human sensations or classical measurement devices. Consequently, most

quantum measurements in reality have to be implemented with the assistance of an

ancillary physical system denoted as the “meter,” whose state is correlated with that

of the quantum system under observation due to their interaction during the mea-

surement process. Unlike signals at the single-quantum level, the meter states {|mµ〉}

are supposed to be macroscopic and robust against environmental perturbations—in

other words, they are able to be analyzed by the experimenter or their classical elec-

tronic equipment. Moreover, if the mapping {|qν〉} 7→ {|mµ〉} is injective and the
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Qubit
+ –

0
1 . . .

Meter

Figure 2.2: Minimal conceptual model of a quantum measurement. A qubit with
eigenstates |0〉 and |1〉 is used as an example of a quantum object under observation.
The meter was initialized at |∅〉 in the absence of the qubit–meter interaction, and will
be eventually projected onto either |+〉 or |−〉 depending on whether the qubit is left in
|0〉 or |1〉. The meter states |±〉 are supposed to quasi-orthogonal and macroscopically
distinguishable. The internal structure of the meter can be abstracted as a multi-stage
amplifier chain for magnifying input quantum signals to the classical scale that are
robust against ambient noise and resolvable by standard measurement equipment—
for instance, classical electronic devices, if the meter output has the form of electrical
signals. Posterior to a projective measurement, the qubit state should be reduced to
and recorded as a classical bit. It will be made clear in Section 3.2 that in a standard
circuit QED experimental system, the “qubit” lives in a selected two-level subspace
of a superconducting artificial atom, and the “meter” consists of microwave photons
and their amplification circuits.

meter states are quasi-orthogonal—

∣∣〈mµ|mµ′〉
∣∣� 1, if ν 6= ν ′, (2.4)

such an observation process is known a strong projective measurement, in which

the qubit state can almost be unambiguously determined after a single measurement

event.

As the simplest and most relevant example, the high-level conceptual picture

of a qubit readout experiment is illustrated in Figure 2.2. In a strong projective

measurement, the qubit states |0〉 and |1〉 ought to be unambiguously projected onto

the meter states |+〉 and |−〉 after a controllable interaction process that generates
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quantum entanglement between the two subsystems. Assuming the qubit was initially

prepared in a pure superposition state (c0 |0〉 + c1 |1〉) and the meter was in a null

state |∅〉, the measurement process can be described by the following transformations

[von Neumann, 1932; Zurek, 1981]:

(c0 |0〉+ c1 |1〉) |∅〉
entanglement−−−−−−−→ c0 |0〉 |+〉+ c1 |1〉 |−〉

projection−−−−−→


|0〉 |+〉 , P0 = |c0|2,

|1〉 |−〉 , P1 = |c1|2,

with Pq=0,1 denoting the probabilities associated with the measurement outcome |q〉.

Eventually, it is the macroscopic, quasi-orthogonal meter states |±〉 that are detected

and recorded, which have been maximally entangled with the qubit and thus brings

its information to the observer.

The protocol described above can be rewritten using the density operator formal-

ism [Haroche and Raimond, 2006; Nielsen and Chuang, 2000; Wiseman and Milburn,

2009], according to which a strong projective measurement can be defined through a

set of projection operators corresponding to each measurement outcome,

Π̂q = |q〉〈q| , (2.5)

which satisfy

Π̂†q = Π̂q, (2.6)

Π̂2
q = Π̂q, (2.7)

Π̂qΠ̂q′ = δqq′ , (2.8)∑
q

Π̂q = Î. (2.9)

Here δqq′ is the Kronecker delta, and Î is the identity operator. Given the qubit was
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prepared at an arbitrary initial state denoted by its density operator ρ̂, the probability

of having the measurement outcome |q〉 and the associated post-measurement qubit

density operator ρ̂′(q) are given by

P (q) = tr
(
ρ̂Π̂q

)
, (2.10)

ρ̂′(q) =
Π̂qρ̂Π̂q

tr
(
ρ̂Π̂q

) = Π̂q. (2.11)

Otherwise, if the measurement outcome is not recorded, the post-measurement qubit

density operator will instead be

ρ̂′NR =
∑
q

Π̂qρ̂Π̂q. (2.12)

Besides its compatibility with qubits in arbitrary mixed states, the density op-

erator formalism of quantum measurement also has the advantage of being capable

of representing non-projective measurements, if one replaces the projectors {Π̂q} in

Equations (2.10)–(2.12) with a set of generalized measurement operators {M̂j} (with

j indexing each possible outcome) that obey the normalization condition

∑
j

M̂ †
j M̂j = Î, (2.13)

and yet do not need to be Hermitian or orthogonal. The probability and state-update

formulae will then be

P (j) = tr
(
M̂j ρ̂M̂

†
j

)
, (2.14)

ρ̂′(j) =
M̂j ρ̂M̂

†
j

tr
(
M̂j ρ̂M̂

†
j

) , (2.15)
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if a measurement outcome j has been recorded, or

ρ̂′NR =
∑
j

M̂j ρ̂M̂
†
j , (2.16)

if no measurement outcome is recorded. As an example, this generalized measurement

formalism will be employed to describe the incremental steps of a weak continuous

measurement in Section 2.4.

2.3 Realistic qubit readout: nonidealities and their

quantification

As can be derived from the conceptual model presented in the previous section, an

ideal strong projective measurement implemented with a qubit–meter system appar-

ently demands

(i) Perfect correlation between the qubit state and the meter state;

(ii) Perfect distinguishability of the meter states at the macroscopic level.

Moreover, the model also assumes that the meter does not alter the qubit state during

the measurement process, which is another nontrivial task in real experiments. A set

of quantitative measures should therefore be proposed to evaluate the performance

of realistic quantum measurement schemes: how accurate and efficient can the state

of a quantum object be read out in a given experimental setup?

In the following subsections, I will address this question by introducing four figures

of merit to quantify the ideality of a qubit readout scheme—

1. Readout fidelity: the correlation between the pre-measurement qubit state

and the post-measurement meter state,
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2. Quantum nondemolition fidelity: the correlation between the pre-measurement

and post-measurement qubit states,

3. Measurement time: the minimal time duration for the meter to yield suffi-

ciently distinguishable measurement outcomes, and

4. Measurement efficiency: the percentage of total measurement signals that

are collected and amplified by the meter.

In this section I will focus on the concepts and mathematical modeling of the listed

performance metrics. Although we are mainly concerned with the qubit measurements

within the scope of this dissertation, the following discussion can be straightforwardly

generalized to multi-level quantum systems.

2.3.1 Readout fidelity

What is the probability for the pre-measurement qubit state to be projected onto the

corresponding post-measurement meter state? In the language of information theory,

this mapping can be modeled as a binary channel,8 as depicted in Figure 2.3:

(a) In the ideal situation, the |0〉 → |+〉 and |1〉 → |−〉 projections both have a unit

probability.

(b) In a realistic measurement setup, the |0〉 → |−〉 and |1〉 → |+〉 crossovers cannot

be neglected. The readout process should be accordingly modeled as a binary

asymmetric channel, in which the transmission probabilities P (+|0) and P (−|1)

quantify the faithfulness of the measurement outcome with the qubit initialized

in |0〉 and |1〉, respectively. Mathematically, the readout fidelities are defined

8The binary channel is a communication channel model whose input and output are binary
numbers [Cover and Thomas, 2005].
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(b)

P(–|0)

P(+|0)

P(–|1)

P(+|1)

(a)

1

1

|+⟩

|−⟩

|0⟩

|1⟩

|+⟩

|−⟩

|0⟩

|1⟩

+ –

Figure 2.3: Binary channel models of the qubit readout fidelity, with the qubit state
|0〉, |1〉 and the meter state |±〉 as the input and output, respectively. (a) Ideal
qubit readout represented as a noiseless binary channel, in which P (+|0) = P (−|1) =

1. (b) Non-ideal qubit readout as a binary asymmetric channel, with nonnegligible
crossover probabilities P (−|0) and P (+|1). The branch probabilities are subject to
the normalization condition:

∑
m=± P (m|0) =

∑
m=± P (m|1) = 1.

as the difference between the transmission and crossover probabilities [Devoret

and Schoelkopf, 2013],

F0 = P (+|0)− P (−|0) = 2P (+|0)− 1 = 1− 2P (−|0), (2.17)

F1 = P (−|1)− P (+|1) = 2P (−|1)− 1 = 1− 2P (+|1). (2.18)

Note that F0 or F1 will be zero when P (+|0) or P (−|1) equals 1/2—that is,

when the readout outcome is completely uncorrelated with the qubit state. The

binary channel capacity in this extreme situation becomes zero, meaning that

no information about the qubit can be extracted from the meter state [Shannon,

1948].

Finally, one can define the total readout fidelity as

Ftot =
F0 + F1

2
= 1− P (−|0)− P (+|1), (2.19)
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which reaches one for an ideal readout and equals zero when the state of the

qubit and that of the meter are completely uncorrelated [Gambetta et al., 2007].

2.3.2 Quantum nondemolition fidelity

In entry-level textbooks,9 the measurement postulate of quantum mechanics is typi-

cally introduced using the language of wave-function “collapse” or “reduction” [Dirac,

1930; Heisenberg, 1930; von Neumann, 1932], which breaks the unitarity of the dy-

namical evolution of quantum states as governed by the Schrödinger equation, and

randomly selects a measurement outcome from the eigenvalues of the observable.

Despite being successful in predicting a wide range of experimental results, this pos-

tulate nevertheless assumes the measurement can be completed infinitely fast,10 which

is apparently unphysical since in reality, the accumulation of information during any

scientific observation must be a continuous process over time.11 As a matter of fact,

the finite strength or time duration of quantum measurement is crucial for under-

standing a list of nonidealities emerging in realistic qubit readout experiments.

For instance, the dynamics of the coupled qubit–meter system may perturb the

9For example, Cohen-Tannoudji et al. [1973] and Sakurai and Napolitano [2021].
10More precisely, it assumes the interaction between the quantum system and the meter is suf-

ficiently strong such that the measurement can be completed much faster than any other time-
evolution processes in the system. Although this presumption was generally true during the early
years of experimental quantum physics, later implementations of repetitive or continuous measure-
ment protocols have brought those experiments into a regime where unitary evolution and measure-
ment occur concurrently and are in directly competition. One such example is the quantum Zeno
effect in which the coherent dynamics of a quantum system is partially “frozen” under continuous
observation [Bernu et al., 2008; Itano et al., 1990; Misra and Sudarshan, 1977; Slichter et al., 2016]
or confined to a multi-dimensional eigen-subspace [Facchi et al., 2000; Facchi and Pascazio, 2002;
Gleyzes and Raimond, 2016; Touzard et al., 2018]; see Facchi and Pascazio [2008] for a topical review.

11To quote Lamb [1986]: “The structure of quantum mechanics makes it very natural to pretend
that some (if not all) of the observables that characterize a dynamical system can be “measured”
experimentally at least in principle. . . . Unfortunately, the founders of the theory did not tell us
much about how such measurements could be made.”
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qubit state in the midst of the measurement process. Readout data collected at later

times will then become incompatible with those collected at prior moments. After a

finite time window of data acquisition, a standard quantum limit (SQL) is imposed

on the measurement accuracy of the quantum variable, as a result of the fundamental

quantum measurement back-action derived from the Heisenberg uncertainty principle.

To formalize this issue, one can write down the composite Hamiltonian of the quantum

measurement system as

Ĥq–m = Ĥq + Ĥm + Ĥint, (2.20)

in which Ĥq and Ĥm stand for the uncoupled Hamiltonians of the qubit and the meter,

respectively; their interaction Hamiltonian is denoted by Ĥint. If the qubit state and

the meter state as described in Section 2.2 are associated with observables Ôq and

Ôm, then the measurability condition can be represented by

[
Ôm, Ĥint

]
6= 0, (2.21)

which is to say, the meter must be able to evolve under the qubit–meter interaction

so as to be entangled with the qubit and record its state information. In the mean-

time, the qubit may also evolve under Ĥq and Ĥint between incremental measurement

steps, gradually deviating from its original state and producing a lower measurement

precision. A readout scheme free from such measurement-induced qubit-state evolu-

tion is known as a quantum nondemolition (QND) measurement [Braginsky and

Khalili, 1992, 1996; Caves et al., 1980; Peres, 1993], in which higher precision can be

achieved by repeating the measurement in series and integrating individual outcomes
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afterwards.12 Mathematically, the QND measurement can be realized—sufficiently

but not necessarily—if the observable is a constant of motion with respect to Ĥq and

Ĥint,

[
Ôq, Ĥq

]
= 0, (2.22)[

Ôq, Ĥint

]
= 0. (2.23)

To quantify the “QND-ness” of a qubit readout scheme, one can define its QND

fidelity—conditioned on the qubit being initialized in |0〉 or |1〉—by the correlation

between the qubit states before and after a measurement,

Q0 = P (0|0), (2.24)

Q1 = P (1|1). (2.25)

By this definition, the QND fidelity reaches one when the qubit state remains unal-

tered over consecutive measurement steps, and equals zero when the pre-measurement

and post-measurement states are orthogonal. Analogous to Equation (2.19), the total

QND fidelity can be defined as

Qtot =
Q0 +Q1

2
=
P (0|0) + P (1|1)

2
. (2.26)

12Historically, the detailed analysis of QND measurement was first prompted by the mission
of detecting the mechanical vibration of macroscopic gravitational-wave antennas [Braginsky and
Vorontsov, 1975; Braginsky et al., 1980; Meystre and Scully, 1983]. The QND principles had sub-
sequently been imported to the study of microscopic and mesoscopic quantum systems, including
superconducting circuits [Boulant et al., 2007; Johnson et al., 2010; Lupaşcu et al., 2007; Ristè et al.,
2012]. As will be shown in Section 3.2, the circuit QED architecture has offered multiple realiza-
tions of QND schemes for qubit readout under certain approximations; and yet in reality, unwanted
mechanisms still occasionally flip the qubit state during the measurement process and thus cause
additional measurement back-action above the minimal value predicted by quantum mechanics.
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Given these definitions, how can the QND fidelity of a readout scheme be ex-

perimentally extracted? Unfortunately, a straightforward solution is not provided by

Equations (2.24) and (2.26), because P (0|0) and P (1|1) do not involve the meter state

and thus cannot be measured directly. Additional assumptions are needed if one wish

to reconstruct P (0|0) and P (1|1) from measurable correlations. Two channel models

for this purpose are shown in Figure 2.4:

(a) In this cascaded binary-channel model with four free parameters, each complete

measurement contains a “readout” mapping from the initial qubit state to the

post-measurement meter state—the same as the channel model of the readout

fidelity in Figure 2.3—followed by a second “projection” mapping from the post-

measurement meter state to the post-measurement qubit state [Lupaşcu et al.,

2007]. One can verify that in this model,

P (+|+) + P (−|−) = P (0|0) + P (1|1), (2.27)

and hence Qtot as defined in Equation (2.26) is equal to an apparent total QND

fidelity defined as

Q′tot =
P (+|+) + P (−|−)

2
, (2.28)

in which the meter state correlations P (+|+) and P (−|−) are directly measur-

able. Simple and convenient as it is, this model has the drawback of intermin-

gling the readout fidelity and the QND fidelity by setting Qtot ≤ (Ftot + 1)/2.

This constraint is purely due to the cascade of “readout” and “projection” steps

in a single measurement cycle, which has no obvious physical basis.

(b) The artificial restriction in model (a) can be removed in a six-parameter channel

model in which the initial state of the qubit is mapped onto the joint state of

the qubit–meter system posterior to the measurement. In this model, Equation
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Figure 2.4: Channel models of the QND fidelity. (a) Four-parameter channel model
of consecutive qubit measurements. The dashed box represents a single measurement
event (labeled as the n-th in a succession), in which a “readout” mapping (as modeled
in Figure 2.3) is followed by a “projection” mapping that measures the correlation
between the readout outcome (meter state) and the post-measurement qubit state.
(b) Six-parameter channel model projecting the pre-measurement qubit state—with
the meter in a pre-measurement null state |∅〉—to the post-measurement qubit–meter
joint state. Note that although there are eight branch probabilities in each channel
model, four of them in (a) and two of them in (b) are not free parameters because of
the normalization conditions: the probabilities out of a given node must sum to one.
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(2.27) no longer holds and therefore Qtot and Q′tot are not equivalent; P (+|+)

and P (−|−) become functions of the initial probabilities of the qubit being

prepared in |0〉 and |1〉, denoted as P0 and P1, respectively:

P (±|±) =

∑
q1,q2=0,1 P (±|q1)P (q1 ± |q2)Pq2∑

q=0,1 P (±|q)Pq
. (2.29)

The dependence of P (±|±) on Pq=0,1 has been experimentally verified in Ristè

et al. [2012], which also provided a direct support for the validity of this single-

stage mapping model (b) over the cascaded model (a).

To sum up, model (b) has the advantage of producing Ftot andQtot as independent

quantities, each ranging from 0 to 1; on the other hand, it requests a more complicated

protocol to determine the channel parameters before Qtot (rather than Q′tot) can

be extracted. In fact, Q′tot has been more frequently reported in superconducting

qubit experiments when their QND fidelity was concerned. However, it is worth

remarking that Q′tot is not strictly the definition of the QND fidelity and thus should

not be used interchangeably with Qtot. Distinct notations are therefore recommended

for these two characteristic quantities. Testing their difference will provide valuable

information for those interested in the detailed physics of QND measurements.

2.3.3 Measurement time

Besides raising the issue of non-ideal QND fidelity, the finite strength of qubit–meter

interaction in any realistic measurement model also requires a minimal time duration

τm for the meter to produce discriminable outcomes with a certain signal-to-noise ratio

(SNR). In an experiment, the data-acquisition time Tm should be at least equal to τm

for the majority of qubit information to be collected by the measurement apparatus.

Together with the readout fidelity and the QND fidelity, the measurement time

is another important performance metric of a qubit readout protocol. To achieve a
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strong projective measurement, Tm should be short compared to the time scales of

other physical processes occurring simultaneously with the measurement. For exam-

ple, a qubit readout is sufficiently QND only when Tm � T1, and sufficiently efficient

only when Tm � T2. Hence in order to reduce Tm, a strong qubit–meter coupling

is generally desirable, and yet increasing their coupling strength beyond an optimal

value will introduce parasitic mechanisms that lower Ftot and Qtot, before the mea-

surement scheme eventually breaks down (see Section 3.4). Moreover, the bandwidth

of measurement apparatuses and the sampling rates of pulse-generation and data-

acquisition electronics set other hardware limits of Tm. For superconducting qubits,

high-fidelity single-shot readout with Tm ∼ 102 ns has been routinely achieved with

the assistance of quantum-limited amplifiers in the past decade (see Table 3.2).

2.3.4 Measurement efficiency

From the entropy or information perspective, the efficiency ηm of a physical measure-

ment is generally defined by Equation (2.3) in the opening paragraph of this chapter;

and yet its physical meaning depends on the specific measurement scheme adopted

in an experiment:

(i) The concept of measurement efficiency in the quantum regime13 was originally

associated with destructive particle counters such as the Geiger–Müller counter

or the photomultiplier tube, which feature single-particle sensitivity but never-

theless absorb those particles after the detection. The efficiency of these passive

measurement devices has been defined as the number of detected events divided

by the total number of incident particles [Fox, 2006].

13Also called “quantum efficiency” or “quantum measurement efficiency” in the literature. How-
ever, it is worth noting that the core definition of measurement efficiency—the collectable percentage
of signals or information—is not exclusively associated with quantum measurements.
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(ii) Whereas in nondestructive measurement protocols,14 the experimenter is capa-

ble of “seeing a particle without destroying it” using a “probe” on which the

information of the “target” particle is imprinted [Haroche and Raimond, 2006].

In this situation, ηm is equal to the number of probe particles collected by the

meter divided by the total number of probe particles that have interacted with

the “target” during the measurement process; on the other hand, inefficiency in-

dicates a loss of post-interaction probe particles together with the information

they carry about the “target.”15 For example, if the meter consists of a chain of

linear microwave amplifiers as in the circuit QED readout of superconducting

qubits, ηm is then equal to the percentage of signal photons that are eventually

able to reach the classical domain.

The efficiency and the fidelity are separate aspects of a quantum measurement:

By its mere definition, a high-fidelity qubit readout does not explicitly demand the

measurement signals to be processed in a highly efficient way, as long as the collectable

portion of signals has already provided enough information about the qubit state such

that a sufficient SNR is obtainable at the classical level. Nevertheless, for a practical

experimental setup with a finite measurement strength, a higher efficiency becomes

critical for improving the readout fidelity and reducing the measurement time. As an

example, considering a chain of linear amplifiers, given other experimental parameters

being the same, the SNR of a field quadrature component is proportional to √ηm,

14Note that a nondestructive measurement should not be confused with a quantum nondemolition
(QND) measurement as defined in Section 2.3.2. The former merely requires the particle under
detection is not absorbed by the detector after the measurement process; the latter further demands
the quantum state of the particle (or any single quantum degree of freedom) is not perturbed during
repetitive measurements. In summary, a QND measurement should at least be nondestructive; but
the reverse is not true.

15Note that this definition of the measurement efficiency is consistent with its general entropy
definition in Equation (2.3), assuming signal photons all have the same loss rate in the output circuits
regardless of the amount of information they carry.
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and the minimal measurement time τm to achieve a certain SNR is proportional to

η−1
m . Generally speaking, optimizing ηm in an experimental setup requires

(i) A physical configuration in which readout signals can be maximally collected;

(ii) A low-loss environment where unwanted dissipations are minimized;

(iii) An efficient amplification mechanism in which the lowest level of noise is added

to the measurement signals.

In superconducting circuits, high-fidelity single-shot circuit QED readout is typically

realized with ηm & 0.1 (see Table 3.2). The pursuit of higher measurement efficiencies

has been the chief motivation for intra-cavity quantum amplification schemes, which

will be topic of Chapter 6.

2.4 From projective to continuous measurements

While examining the nonidealities of qubit readout protocols in the previous section,

we have been reminded of quantum measurements as continuous physical processes of

qubit–meter interaction and information accumulation. Key parameters of a projec-

tive measurement—such as its strength, back-action, time, SNR, and efficiency—have

to be essentially understood in the continuous-time picture. To further develop these

insights, I will present in this section a discrete-time qubit readout model through

which the languages of projective and continuous quantum measurements can be

unified.16 In the end, it will be demonstrated through numerical simulations how

nonideal effects during the measurement process, such as signal dissipations (mea-

surement inefficiency) and measurement-induced qubit-state transitions (non-QND

events), can influence qubit readout results in real experiments.

16This discrete model of weak continuous measurements was originally analyzed in Brun [2002],
with a different and yet equivalent form of qubit–ancilla interaction.
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Figure 2.5: Discrete-time model of a qubit readout process. The Bloch sphere repre-
sentation |ψ〉 = cos(θ/2) |0〉+ eiφ sin(θ/2) |1〉 is used to denote the states of two-level
systems. The qubit is represented by the large Bloch sphere and remains fixed in
space. An array of ancillae—initially prepared in |+x〉a—are shown as small Bloch
spheres, moving from left to right in series as if on a conveyor belt. When approaching
the qubit, the k-th ancilla interacts with it for a time interval ∆t under the interac-
tion Hamiltonian Ĥint. Immediately afterwards, the ancilla is projectively read out
by a meter onto |±y〉a, which producing a random binary number mk = ±. Dur-
ing the successive qubit–ancilla interactions, {mk} are recorded and plugged into the
quantum state-update (Bayesian) model to trace the state of the qubit in real time.

The model is depicted in Figure 2.5. A qubit to be measured—represented by the

large Bloch sphere, fixed in the drawing space as a target—is successively interrogated

by a linear chain of two-level ancillae, each for a time duration ∆t. Their interaction

Hamiltonian has the form of

Ĥint

~
=
χ

2
σ̂ q
z ⊗ σ̂ a

z , (2.30)
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where σ̂ q
z and σ̂ a

z denote the Pauli-z operators of the qubit and the ancilla, respectively.

The unitary time evolution operator should thus be

Ûint(∆t) = exp

(
−iĤint∆t

~

)
= exp

(
−iε

2
σ̂ q
z ⊗ σ̂ a

z

)
, (2.31)

in which ε = χ∆t is a dimensionless variable measuring the strength of the qubit–

ancilla interaction. The qubit was prepared in an arbitrary initial state, denoted by

its density operator

ρ̂q =
Îq + ~vq · ~̂σq

2
. (2.32)

In this expression, “ · ” stands for the inner product of two vectors: ~̂σq = (σ̂ q
x , σ̂

q
y , σ̂

q
z )

is the Pauli-operator vector, and ~vq is the 3D Bloch state vector with a modulus

|~vq| ≤ 1. Without losing generality, one can choose the orientation of the reference

frame such that ~vq = (xq, 0, zq) = (rq sin θq, 0, rq cos θq), with rq = 1 representing a

pure state and rq < 1 representing a mixed state. Before the interaction, the ancilla

was prepared in

|+x〉a =
|0〉a + |1〉a√

2
, (2.33)

or equivalently,

ρ̂a =
Îa + σ̂ a

x

2
. (2.34)

The joint qubit–ancilla state after time ∆t should then be

ρ̂int(∆t) = Ûint(∆t)(ρ̂s ⊗ ρ̂a)Û †int(∆t). (2.35)
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Immediately after their interaction, the ancilla is projectively measured onto the basis

|±y〉a =
|0〉a ± i |1〉a√

2
, (2.36)

or equivalently, by the projection operators

Π̂a
σy=±1 =

Îa ± σ̂ a
y

2
. (2.37)

Using Equations (2.10) and (2.11), one can obtain the probabilities corresponding to

the two measurement outcomes—

P (mk = ±1) =
1−mkzs sin ε

2
=

1−mkrs cos θs sin ε

2
, (2.38)

together with the qubit state update, expressed with the pre-measurement and post-

measurement Bloch vector components (with k being the ancilla index)—

x′q =
xq cos ε

1−mkzq sin ε
=

rq sin θq cos ε

1−mkrq cos θq sin ε
, (2.39)

y′q = yq = 0, (2.40)

z′q =
zq −mk sin ε

1−mkzq sin ε
=

rq cos θq −mk sin ε

1−mkrq cos θq sin ε
. (2.41)

These results can also be derived using the generalized measurement formalism intro-

duced in last paragraph of Section 2.2. Two non-projective measurement operators

acting on the qubit should be defined as

M̂ q
± =

√
1∓ sin ε

2
|0〉〈0|q +

√
1± sin ε

2
|1〉〈1|q , (2.42)

in association with the two measurement outcomes mk = ±1. Their normalization
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condition can be easily verified—

∑
±

M̂ q†
± M̂ q

± = Îq. (2.43)

Equations (2.38)–(2.41) can then be obtained from Equations (2.14) and (2.15). It is

also easy to find that M̂ q
± represent the projective measurement when ε = π/2.

In the limit of ε � 1, the procedure described above exemplifies a weak mea-

surement of the qubit through the projective measurement of the ancilla, which has

been weakly entangled with the qubit after their interaction during the time window

∆t. According to Equations (2.39)–(2.41), the measurement back-action drives the

qubit toward |0〉q or |1〉q only by an incremental step away from its original state,

whose direction depends on the projective measurement outcome mk of the ancilla—a

weakly biased stochastic binary variable given by Equation (2.38).17 In particular, if

the qubit started in the north/south hemisphere of its Bloch sphere, the small bias

quantity in P (mk)—proportional to ε in the first-order approximation—tends to steer

the qubit toward the north/south pole. Consequently, after a large number of weak

measurement steps, the qubit will end up close to one of the two poles, indicating the

completion of a strong projective measurement. In the meantime, the sum of all the

ancilla projective readout outcomes—

R =
∑
k

mk (2.44)

17If the qubit started from a pure state (rq = 1), Equations (2.39)–(2.41) can be rewritten as a
single formula,

tan

(
θ′q
2

)
= tan

(
θq
2

)
tan

(π
4

+mk
ε

2

)
.

The stochastic movement of the qubit Bloch vector due to the measurement back-action can be
mapped onto a biased random walk on a unit hyperbola. See Minev [2018] for details.
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constitute the cumulative measurement records, which eventually point to the same

direction as the post-measurement state of the qubit. The trajectory {~vq(t0 + k∆t)}

computed using the qubit initial state ~vq(t0) and the incremental measurement records

{mk} is known as the discrete-time quantum trajectory of the qubit under repeti-

tive weak measurements, representing the subjective knowledge of the experimenter

about the qubit state during the observation process [Carmichael, 1993; Weber et al.,

2016]. A numerical simulation of the quantum trajectories and measurement records

of a qubit starting from the equator of its Bloch sphere—

|+x〉q =
|0〉q + |1〉q√

2
(2.45)

is shown in Figure 2.6, in which the emergence of strong projective measurements

after k � ε−2 repetitive weak measurements can be clearly seen.

The threshold k ∼ ε−2 between strong and weak measurements can be understood

as follows: Assuming the qubit was initialized in the vicinity of one of its eigenstates,

the measurement records in a first-order approximation can be regarded as realizations

of a binary (±1) random variable following the Bernoulli distribution

P± =
1± ε

2
, (2.46)

which an expected value P+−P− = ε and a standard deviation
√

1− ε2 = 1 +O(ε2).

Now consider the sum of k such identical Bernoulli variables. When k = ε−2 � 1,

following the central limit theorem, both the mean and the standard deviation of

the cumulative measurement records are approximately equal to ε−1, indicating a

measurement SNR ≈ 1. Therefore, in this system, the minimal measurement time



2.4. From projective to continuous measurements 62

Figure 2.6: Numerical simulation of repetitive weak qubit measurements, following
the protocol described in the text. The qubit–ancilla interaction strength is chosen
to be ε = χ∆t = 0.05; the qubit was initialized in |+x〉q at t = t0. Upper panel:
The blue, purple, and red traces are three simulated stochastic quantum trajectories
{zq(t0 + k∆t)} over 2× 103 measurement steps. Lower panel: the corresponding cu-
mulative measurement records R =

∑k
k′=0mk′ are plotted using the same colors. The

logarithmic histograms of 1× 104 quantum trajectories and cumulative measurement
records are shown in the backgrounds. The discontinuities of the quantum trajectory
distribution in the upper subfigure are numerical artifacts due to the discrete mea-
surement steps or the finite value of ε. It can be seen that when k � ε−2, the quantum
measurement back-action is projecting the qubit close to |0〉q or |1〉q, and meanwhile
the measurement records show a clear bimodal distribution; the post-measurement
qubit state is then able to be deduced from the measurement records with an in-
creasingly high fidelity. Strong projective measurements are thus recovered from the
succession of weak measurement steps.
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can be defined as

τm =
∆t

ε2
. (2.47)

Alternatively, viewed from information theory, the transformation of each ancilla from

a unbiased to a biased random bit indicates a reduction of its Shannon entropy, or

equivalently an information gain equal to

1 +
∑
±

P± lnP± =
ε2

2 ln 2
+O

(
ε4
)
. (2.48)

Therefore, a series of k = ε−2 measurements will collectively produce (2 ln 2)−1 ≈ 0.72

bit of information, which is close to 1 bit—the information gain in a projective qubit

measurement.

Furthermore, this measurement model demonstrates two other ideal properties:

It is both fully QND and fully efficient—

(i) Since
[
σ̂ q
z , Ĥint

]
= 0, the qubit state does not evolve along the measurement

axis during its interaction with the ancillae.18

(ii) Equations (2.39)–(2.41) indicate that the modulus of the qubit Bloch vector is

preserved over incremental measurement steps, provided that the measurement

outcomes are all collected and recorded. This result is expected because a

fully efficient measurement does not reduce the purity of a quantum state. On

the contrary, it can be checked that if measurement outcome of an ancilla is

not recorded, according to Equation (2.12) or (2.16), the qubit state-update

18In the meantime,
[
σ̂ a
y , Ĥint

]
6= 0; the measurability condition is thus satisfied. Review Equations

(2.21)–(2.23) for a sufficient but not necessary set of criteria for QND measurements.
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formulae will instead become

x′q,NR = xq cos ε = rq sin θq cos ε, (2.49)

y′q,NR = yq = 0, (2.50)

z′q,NR = zq = rq cos θq. (2.51)

The loss of readout information is consistent with the absence of measurement

back-action along the zq axis. However, the Bloch vector component within the

x–y plane is reduced by a factor of cos ε ≈ e−ε
2/2 in the limit of ε � 1, which

is known as the measurement-induced qubit dephasing—a fundamental

phenomenon connecting information efficiency with quantum coherence (to be

further explored in Section 3.3 and Chapter 5).

Finally, by adding nonlinearities into the model, one can simulate how signifi-

cantly the measurement records can be impacted by qubit-state transitions and mea-

surement inefficiencies (Figure 2.7). Many more intriguing quantum processes can be

explained using this pedagogical model, such as the concurrent measurements of two

incompatible quantum observables [Arthurs and Kelly, 1965; Hacohen-Gourgy et al.,

2016] and the competition between continuous quantum measurements and coherent

qubit drives [Minev et al., 2019]. And yet it is time to move on to the next topic

as so far we have been equipped with enough theories and intuitions to understand

the quantum measurements and decoherence in circuit QED systems, which will be

discussed in the coming chapter. There I will link concrete physical meanings to the

conceptual and mathematical models introduced in the past sections, such that they

will be guiding our experimental works on this frontier.
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Figure 2.7: Numerical simulation of qubit measurement records considering mea-
surement inefficiency and qubit-state transition events. Histograms: distributions of
1 × 104 cumulative measurement records R =

∑k
k′=0mk′ after k = 2 × 103 weak

measurement steps with ε = χ∆t = 0.05. (a) The qubit was initialized in |+x〉q.
Measurement efficiencies ηm = 1 and ηm = 0.5 are used in the top and bottom panels,
respectively. The measurement records display bimodal normal distributions. The
two peaks have opposite mean values ±ηmkε and the same standard deviation

√
ηmk;

the SNR is therefore equal to ε
√
ηmk. (b) The qubit was initialized in |0〉q. The upper

panel depicts ideal measurements; in the lower panel, a bit-flip probability 0.1ε2 is
assigned during every weak measurement step, corresponding to a qubit relaxation
time T1 = 10ε−2∆t = 4×103∆t, which is twice the measurement time Tm = 2×103∆t.
The probability of obtaining measurement records R < 0 is noticeably increased, re-
ducing the SNR and the readout fidelity, if R = 0 is employed as the demarcation to
distinguish |0〉q from |1〉q from the measurement outcome. In other words, if R > 0

and R < 0 correspond to the |±〉 meter states in the binary channel model of Fig-
ure 2.3(b), qubit-state transition events during the measurement process can have
visible impacts on Qtot by increasing P (−|0) and P (+|1) beyond the ideal normal
distribution tails.



Chapter 3

Measurements and Decoherence in
Circuit Quantum Electrodynamics

In general, illuminating an inert object in or-
der to be able to observe it does not disturb
it any more than what the astronomer does
when looking at a star . . . In the old physics,
. . . no minimum action limited the necessary
intervention for the measurement. It is other-
wise in the new physics, due to the existence of
the quantum h below which no action can go.1

Paul Langevin [1935]

As has been briefly introduced in Section 1.3.3, circuit QED is concerned with the

engineerable interaction of photons with solid-state artificial atoms in the quantum

regime. It has provided quantum physicists and engineers with a versatile experimen-

tal platform to study atomic physics and quantum optics using microwave electrical

circuits, and meanwhile a scalable architecture to explore prototypes of quantum in-

formation processors and networks. The basic physics of circuit QED is grounded in

the quantum theory of light–matter interaction [Cohen-Tannoudji et al., 1988; Gryn-

1Original text (in French): “Le fait d’éclairer un objet inerte pour pouvoir l’observer ne le trouble
pas plus, en général, que ne le fait pour une étoile l’astronome qui la regarde . . . Dans l’ancienne
physique, . . . aucun minimum d’action ne limitait l’intervention nécessaire à la mesure. Il en est
autrement dans la physique nouvelle, du fait de l’existence du quantum h au-dessous duquel aucune
action ne peut descendre.”
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berg et al., 2010].2 Nevertheless, the artificiality of the energy spectra and coupling

parameters3 in quantum electrical circuits has allowed quantum optics, quantum con-

trol, and quantum simulation experiments to be performed in new regimes that have

not yet been accessed with natural atoms and molecules [Gu et al., 2017; Houck et al.,

2012; Ma et al., 2021; Terhal et al., 2020]. Moreover, circuit QED modules have been

configured as microwave radiometers [Scigliuzzo et al., 2020; Wang et al., 2022, 2021]

or itinerant single-photon counters [Besse et al., 2018; Campagne-Ibarcq et al., 2018;

Inomata et al., 2016; Kono et al., 2018; Lescanne et al., 2020; Narla et al., 2016],

which are being applied to detecting quantum microwave signals for fundamental

research purposes, such as electron spin fluorescence [Albertinale et al., 2021] and

hidden photon dark matter [Dixit et al., 2021].

In this chapter, I will discuss two complementary aspects of the coherent “atom”–

2See the references in Footnote 19 of Chapter 1.
3 In atomic physics, atoms interact with photons whose energies are close to atomic transitions,

which is of the same order of magnitude as the ionization energy. In order to increase the coupling
strength between the atom and the field, physicists trap photons in high-quality-factor resonant
cavities, whose geometric scale cannot be smaller than the photon wavelength λ. Therefore, the
electric field induced by a single photon in the cavity cannot exceed

1

2
ε0 |E|2 λ3 ∼

hc

λ
⇒ |E| ∼ 1

λ2

√
hc

ε0
.

The atom–photon coupling energy is of the order ea0|E|, in which ea0 is an estimation of the atomic
electric dipole (a0 being the Bohr radius). As a result, the ratio between the coupling and the photon
energy is approximately

ea0|E|
hc/λ

∼ α3/2 ∼ 10−3,

with α denoting the fine structure constant. Stronger atom–photon couplings need to be achieved by
increasing the electric dipole moment beyond the ea0 level. In atomic cavity QED experiments, this
is realized by using Rydberg atoms whose the outer electron is excited to a high orbit, resulting in an
effective atomic radius by several orders of magnitude larger than a0. In circuit QED experiments,
the electric dipoles of superconducting artificial atoms are not directly determined by natural con-
stants, and “atom”–photon couplings have been observed in the ultrastrong [Forn-Díaz et al., 2010;
Niemczyk et al., 2010] and the deep strong regimes [Yoshihara et al., 2017]. See Frisk Kockum et al.
[2019] for a review.
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photon interface in the circuit QED architecture—how the qubit state is measured

with microwave radiation, and how the cavity-assisted measurement channel intro-

duces parasitic photon-induced decoherence mechanisms to the embedded qubit. We

will see the theoretical models of quantum measurements—introduced in Chapter

2—are materialized using elements of superconducting quantum circuits reviewed in

Chapter 1, and in particular, the leading physical factors responsible for the read-

out nonidealities and accordingly, how a qubit readout scheme can potentially be

improved. The conclusions will be instructional for our experimental innovations in

search for an improved single-qubit protection and measurement scheme, which is to

be reported in Chapters 5 and 6.

3.1 Historical precursors

What are the key ideas behind the experimental methods of circuit QED? First and

foremost, as its name indicates, the influence from atomic cavity QED has been widely

acknowledged [Blais et al., 2004; Haroche et al., 2020]. Nevertheless, the intellectual

precursors of the circuit QED measurement techniques can be traced back to a few

pioneering experiments much earlier than the era of the “second quantum revolution”

[Dowling and Milburn, 2003].

(i) The central task of the circuit QED readout protocol—like any quantum mea-

surement experiment—is to faithfully map those fragile quantum states sepa-

rated from each other by no more than a few elementary quanta onto robust

meter states that are macroscopically recordable and distinguishable. Such a

mapping was first achieved one century ago by the Stern–Gerlach experi-

ment based on the atomic or molecular beam technique [Dunoyer, 1913; Gerlach

and Stern, 1922; Ramsey, 1956; Schmidt-Böcking et al., 2016], in which the two

electron-spin states were projected onto opposite transverse momenta of the
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Figure 3.1: Simplified drawing of the Stern–Gerlach experiment: an inhomogeneous
static magnetic field, whose profile is shown in the dashed box on the left, exerts
a spin-dependent force along the field gradient on the atom mid-flight, whose spin
degree of freedom is thus coupled to its spatial movement and can be distinguished
on a macroscopic scale.

silver atom (Figure 3.1). In their original report, the center-to-center distance

between the two deposits on the glass plate is 0.20 mm, clearly resolvable under

an optical microscope. The deposition process typically took several hours to

yield a discernible pattern, which was caused by the insensitivity of the “imag-

ing” system. In an imaginary situation where the positions of silver atoms on

the glass plate can be individually recorded—like single electrons in a double-

slit experiment [Merli et al., 1976; Tonomura et al., 1989]—the Stern–Gerlach

setup would then be able to demonstrate the single-shot readout of electron

spin states.

(ii) Despite its success, the Stern–Gerlach experiment lacks the flexibility of being

a versatile platform for quantum measurements, mostly limited by the atomic

beam method: The spin state and the meter variable (transverse motion) are

materially associated with the same atom, whose detection is eventually through
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Figure 3.2: Nuclear magnetic resonance (NMR) experiment. When the input radio-
frequency (RF) radiation is on resonance with the spin ensemble in a static magnetic
field, the collective spin polarization can be determined by detecting the RF energy
absorption using a lock-in amplifier.

a destructive mechanism.4 Repeated measurements of the same quantum state

are therefore forbidden. Furthermore, the mechanical nature of the meter vari-

able is only compatible very elementary signal processing techniques in the form

of spatial maneuver. These problems were overcome by the invention of the nu-

clear magnetic resonance (NMR) technique [Bloch, 1946; Bloch et al., 1946;

Bloembergen et al., 1948; Purcell et al., 1946], in which the state information

of the spin ensemble is reflected on a resonant probe generated and analyzed by

radio-frequency (RF) or microwave electronics (Figure 3.2). Electromagnetic

waves can be processed in the classical end with little additional back-action to

the spin system. However, the coupling between RF/microwave radiation with

individual nuclear magnetic moments is so weak that a macroscopic number of

spins are needed to produce a discernible signal [Abragam, 1961]. Unlike the

Stern–Gerlach experiment, in which the distance between split atomic beams

gradually accumulates in the midst of their flight, the absence of any intrinsic

4See Footnote 14 of Chapter 2.
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Figure 3.3: Moving-coil mirror galvanometer of the d’Arsonval type: top view (left)
and profile of the coil, magnet, and mirror (right). The Laplace force on the current-
carrying coil produces a small angular displacement of the mirror, which is then am-
plified by the optical lever and detected through the measurable shift of the reflected
light beam.

amplification mechanism in the NMR setup prevents it from directly detecting

individual quantum degrees of freedom.

(iii) Can one build a measurement setup that combines the advantages of the two

complementary approaches by employing electromagnetic signals to resolve sin-

gle quantum states? The NMR detection method of spin ensembles relies on the

resonant absorption of RF energy stored in the standing electromagnetic field of

the tunable resonator. Higher sensitivity and lower back-action can in principle

be achieved if traveling waves are used as probes to interact with the target in

a non-absorptive manner. A classic design illustrating this idea is the mirror

galvanometer for indicating the direction and magnitude of weak electric cur-

rents. Figure 3.3 describes the working mechanism of an improved moving-coil

model invented by Arsène d’Arsonval, in which the electric current is first quasi-

linearly projected to the angular displacement of the suspended coil–mirror ro-

tor and then quasi-linearly measured in reflection by a light beam received by a
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Experiment Object Meter Single-quantum resolution

Stern–Gerlach Quantum Mechanical Yes

NMR Quantum Electromagnetic No

Mirror galvanometer Classical Electromagnetic —

Circuit QED Quantum Electromagnetic Yes

Table 3.1: Stern–Gerlach, NMR, and mirror galvanometer experiments demonstrated
different aspects of the circuit QED measurement setup—the electromagnetic readout
of a quantum mechanical object with single-quantum resolution.

moving telescope, represented as a ruler in the drawing [d’Arsonval, 1888]. From

a system point of view, this classical electromagnetic meter already possesses

two crucial elements of a typical quantum measurement setup: an intermediate

ancilla (coil–mirror) between the system under detection (electric current) and

the readout signal sent by the experimenter (light beam), and an amplification

circuit (optical lever) mapping the small deflection of the ancilla onto a visi-

ble quantity. In the end, the linear shift of the telescope from its zero-current

position constitutes the signal, while the noise is determined by the intrinsic

Gaussian beam profile [Yariv and Yeh, 2006]. The readout SNR can be max-

imized through techniques of optical signal processing until it approaches the

standard quantum limit.

From a general quantum measurement perspective, Table 3.1 summarizes the key

features of these three experiments as compared to the circuit QED setup, which has

realized the high-fidelity microwave readout of superconducting qubits in a nonde-

structive and near QND manner. This comparison is intended to display a continuity

among the ideas and methods of precise measurement protocols in physics, where the

strong object–meter coupling and the efficient amplification and analysis of meter sig-
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nals are always desired. In the following section, we will examine the implementation

of these two central points in the microwave measurement of superconducting qubits.

3.2 Circuit QED dispersive readout of

superconducting qubits

In the Stern–Gerlach experiment or the NMR measurement, the interaction Hamilto-

nian can be directly expressed through the magnetic dipole coupling between the spins

and the external magnetic fields. However, the visualization of the spin–photon cou-

pling model in circuit QED is less straightforward, where the physical system needs

to be formalized using appropriate mathematical languages through several layers of

abstraction. The first step—from solid-state devices and electromagnetic fields in the

three-dimensional (3D) space to the one-dimensional (1D) circuit diagram—has been

shown in Figure 1.5, in which the readout cavity is modeled as an LC resonator at the

fundamental mode (TE101) frequency of the cavity, and capacitively coupled to the

transmon represented by an ideal Josephson element shunted by a coplanar capaci-

tor. In practice, the single-mode resonator model is a reasonable simplification unless

higher cavity resonant modes can produce non-negligible effects within the parameter

range of interest [Filipp et al., 2011; Houck et al., 2008; Sears et al., 2012].

3.2.1 Dispersive Hamiltonian

The standard procedure of circuit quantization yields the quantum Hamiltonian as

given by Equation (1.20):

Ĥt–c

~
= ωc ĉ

†ĉ+ ω01
t t̂
†t̂− Kt

2
t̂†2 t̂2 + gtc

(
t̂† + t̂

)(
ĉ† + ĉ

)
. (3.1)

Next, one can express the linear part of the Hamiltonian above using annihilation
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and creation operators of the uncoupled eigenmodes

ˆ̃c

ˆ̃t

 =

 cos ζ sin ζ

− sin ζ cos ζ


ĉ
t̂

 , (3.2)

in which

ζ =
1

2
arctan

(
2gtc

ω01
t − ωc

)
=

1

2
arctan

(
2gtc

∆tc

)
. (3.3)

The dispersive regime is characterized by g � |∆tc| or |ζ| � 1. Following the rotating

wave approximation (RWA), Equation (1.20) can be rewritten as

Ĥt–c

~
= ω̃c

ˆ̃c†ˆ̃c+ ω̃01
t

ˆ̃t†ˆ̃t− K̃t

2
ˆ̃t†2 ˆ̃t2 − K̃c

2
ˆ̃c†2 ˆ̃c2 − χ̃tc

ˆ̃t†ˆ̃t ˆ̃c†ˆ̃c, (3.4)

in which ω̃c = ωc+O(ζ2) and ω̃01
t = ω01

t +O(ζ2) are the modified cavity resonance and

transmon 0–1 transition frequencies, respectively; K̃t = Kt + O(ζ2) is the modified

transmon anharmonicity; and

χ̃tc = 2Ktζ
2 +O

(
ζ4
)
≈ 2Kt

(
gtc

∆tc

)2

, (3.5)

K̃c = Ktζ
4 +O

(
ζ6
)
≈ Kt

(
gtc

∆tc

)4

, (3.6)

with χ̃tc being the dispersive coupling strength (or cross-Kerr nonlinearity) be-

tween the cavity and the transmon,5 and K̃c being the anharmonicity of the readout

5A more accurate approximation of the dispersive coupling strength has been derived in Koch
et al. [2007]:

χ̃tc ≈ 2Kt
g2tc

∆tc(∆tc +Kt)
.
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cavity [Nigg et al., 2012; Sears et al., 2012]. These two terms are both proportional

to Kt and thus originate from the nonlinearity of the Josephson junction due to the

off-resonance transmon–cavity coupling. For simplicity, from now on I will drop the

tildes (˜) in Equation (3.4) and concentrate on the dispersive coupling term

Ĥdisp

~
= −χtct̂

†t̂ ĉ†ĉ. (3.7)

If the transmon dynamics is confined to its lowest two levels |0〉 and |1〉, then t̂†t̂ can

be replaced by the qubit Pauli-z operator (σ̂z + 1)/2:

Ĥdisp

~
= −χtc

2
σ̂z ĉ

†ĉ− χtc

2
ĉ†ĉ. (3.8)

The two-level truncation of the Hilbert space of the transmon will be valid if single-

qubit operations are no faster than the time scale 1/Kt. Equation (3.8) is the effective

Hamiltonian of the spin–photon coupling model that the dispersive scheme of qubit

readout relies upon.

In the dispersive regime, the energy exchange between the transmon and the

cavity is prohibited at the leading order due to their large frequency separation. The

interaction Hamiltonian Ĥdisp merely exerts a qubit-state-dependent frequency shift

on the readout cavity,

Ĥc

~
+
Ĥdisp

~
=

(
ωc −

σ̂z + 1

2
χtc

)
ĉ†ĉ. (3.9)

Here Ĥc = ~ωcĉ
†ĉ denotes the Hamiltonian of the linear cavity mode. Consequently,

ω0
c = ωc, if the qubit is in |0〉, (3.10)

ω1
c = ωc − χtc, if the qubit is in |1〉. (3.11)
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Define the symmetric readout frequency

ωRO =
ω0

c + ω1
c

2
. (3.12)

Equations (3.10) and (3.11) can then be rewritten as

ω0
c = ωRO +

χtc

2
, (3.13)

ω1
c = ωRO −

χtc

2
. (3.14)

3.2.2 Cavity reflection and transmission measurements

The dependence of the cavity resonant frequency on the qubit state can be measured

through the cavity spectroscopy, which can be arranged in two possible ways—

the reflection measurement and the transmission measurement: As illustrated in

Figure 3.4, if one sends a microwave readout pulse at frequency ωRO, the qubit-

state-dependent cavity frequency shift will be mapped onto a phase shift of either

(a) the reflected signal from the same cavity port, or (b) the transmitted signal

from a second cavity port, both of which can be recorded as the readout signal to

encode the state information of the qubit [Vool, 2017]. The cavity responses in the

spectroscopy measurements for both configurations can be computed using the input–

output formalism [Walls and Milburn, 2008] of the coupled qubit–cavity system.

We start from the circuit QED Hamiltonian under the two-level approximation

Ĥq–c

~
=
Ĥc

~
+
Ĥq

~
+
Ĥdisp

~
= ωcĉ

†ĉ+
(
ω01

t − χtcĉ
†ĉ
) σ̂z + 1

2
. (3.15)

(a) For reflection measurements, the Heisenberg–Langevin equation of the cavity
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(a) (b)

c c
in

c
out

Figure 3.4: Cavity reflection and transmission measurement setups in circuit QED
experiments. Similar to Figure 1.5, without loss of generality, a fixed-frequency trans-
mon coupled to a 3D readout cavity is used as an example. The pin couplers can also
be replaced by other resonator–transmission line coupling mechanisms, such as the
capacitor coupling between 2D coplanar waveguides [Hatridge et al., 2013; Wallraff
et al., 2005] and the aperture coupling between 3D waveguide sections [Narla et al.,
2016; Wang et al., 2019]. (a) In the reflection measurement, κc denotes the cavity
linewidth due to its coupling to the external transmission line. (b) In the transmission
measurement, κc = κin

c + κout
c is the total coupling linewidth of the input and output

ports, and κout
c � κin

c is to ensure the majority of readout signals can be collected
by the output circuitry. In both situations, we assume that the intrinsic linewidth of
the readout cavity is much smaller than its coupling linewidth and is therefore taken
to be zero in the calculation. This is a reasonable approximation in reality when the
cavity is made of or coated with superconducting materials.

mode can be written as

˙̂c =
1

i~
[
ĉ, Ĥq–c

]
− κc

2
ĉ+
√
κc ĉin =

1

i~
[
ĉ, Ĥq–c

]
+
κc

2
ĉ+
√
κc ĉout, (3.16)

in which ĉin and ĉoutdenotes the input and output mode operators of the readout

cavity from its single port. Define the readout mode operator conditioned on
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the qubit state as

ĉq = 〈q| ĉ |q〉 , q = 0, 1. (3.17)

Here we disregard the energy relaxation of the qubit, so that σ̂z is a constant of

motion during the qubit–photon interaction process. Equation (3.16) can thus

be rewritten as

˙̂cq = −
(
iωqc +

κc

2

)
ĉq +

√
κc ĉin, (3.18)

in which the qubit-state-dependent cavity resonant frequencies ω0
c and ω1

c have

been given by Equations (3.13) and (3.14). The formal solution of the above

dynamical equation is

ĉq(t) = ĉq(0)e−(iωqc+κc
2 )t +

√
κc

∫ t

0

ĉin(t′)e−(iωqc+κc
2 )(t−t′) dt′. (3.19)

Consider a steady-state coherent cavity drive at the symmetric readout fre-

quency ωd = ωRO with an average amplitude

〈ĉin(t)〉 = αine
−iωROt. (3.20)

In the absence of the initial cavity population

〈ĉq(0)〉 = 0, (3.21)

the steady-state cavity amplitude conditioned on the qubit state can be com-
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puted from Equation (3.19)—

αq(t) = 〈ĉq(t)〉 =

√
κc αin

κc
2
− i(ωRO − ωqc)

e−iωROt =

√
κc αin

κc
2
± iχtc

2

e−iωROt. (3.22)

According to the input–output relation

ĉin − ĉout =
√
κcĉ, (3.23)

one can write down the steady-state average amplitude of the output mode

αout = 〈ĉout〉 conditioned on the qubit state—

αqout(t) = −κc ∓ iχtc

κc ± iχtc

αine
−iωROt. (3.24)

Define the reflection phase shift

θr = 2 arctan

(
χtc

κc

)
. (3.25)

Equation (3.24) can then be rewritten as

αqout(t) = −(cos θr ∓ i sin θr)αine
−iωROt = −αine

−i(ωROt±θr), (3.26)

In this equation, ±θr denotes the phase shift of the reflected signal from the

readout cavity due to its qubit-state-dependent dispersive frequency shift, com-

pared to the reflected signal from an imaginary cavity with resonant frequency

ωRO. Experimentally, the cavity reflection spectrum is measured by varying

the drive frequency ωd of the probe tone and recording the phase shift θ of the

reflected signal, which will be ±θr when ωd = ωRO, conditioned on the qubit

being in |0〉 and |1〉, respectively.
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(b) For transmission measurements, the Heisenberg–Langevin equation of the cavity

mode should include the operators of both cavity ports—

˙̂c =
1

i~
[
ĉ, Ĥq–c

]
− κc

2
ĉ+

√
κin

c ĉ
in
in +

√
κout

c ĉout
in , (3.27)

in which ĉin
in and ĉout

in denote the input mode operators of the “input” and “output”

ports, with coupling rates κin
c and κout

c , respectively (see Figure 3.4). Similar

to Equation (3.20), one can write the average amplitude of the input mode

operators as

〈ĉin
in(t)〉 = αine

−iωROt, (3.28)

〈ĉout
in (t)〉 = 0. (3.29)

In the absence of the initial cavity population, the steady-state cavity amplitude

conditioned on the qubit state is given by

αq(t) =

√
κin

c αin

κc
2
− i(ωRO − ωqc)

e−iωROt =

√
κin

c αin

κc
2
± iχtc

2

e−iωROt. (3.30)

Then the output mode operator from the “output” port, following the relation

ĉout
in − ĉout

out =
√
κout

c ĉ, (3.31)

has a steady-state average amplitude

αout,q
out (t) = −

√
κin

c κ
out
c αin

κc
2
± iχtc

2

e−iωROt. (3.32)
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Define the transmission phase shift

θt = arctan

(
χtc

κc

)
. (3.33)

Equation (3.32) can then be rewritten as

αout,q
out (t) = −2

√
κin

c κ
out
c

κ2
c + χ2

tc

(cos θt ∓ i sin θt)αine
−iωROt

= −
2
√
κin

c κ
out
c

κc

αin cos θt e
−i(ωROt±θt).

(3.34)

Experimentally, the phase shift of the transmitted signal is measured using the

similar method to that of the reflected signal, as previously described.

The results of Equations (3.26) and (3.34) are graphically shown in Figure 3.5.

Given the same χtc and κc, the phase shift θr of the readout signal in the reflection

measurement is by a factor of two larger than the phase shift θt in the transmission

measurement. Given a constant cavity input power, the optimal parameter setting

for both schemes to yield the largest output-state separation is thus χtc = κc, corre-

sponding to θr = π and θt = π/2.

Define the separation between the two qubit-state-dependent cavity states as

D =
∣∣α0 − α1

∣∣, (3.35)

and similarly, the separation of the two cavity output states

Dout,r =
∣∣α0

out − α1
out

∣∣ =
√
κcD, (3.36)

Dout,t =
∣∣αout,0

out − α
out,1
out

∣∣ =
√
κout

c D (3.37)

for reflection and transmission measurements, respectively. An interesting result can
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Figure 3.5: Comparison of the (a) reflection and (b) transmission measurement
schemes of the readout cavity. Plotted in the left panels is the average cavity output
field in its in-phase and quadrature (IQ) plane, defined as Îout = (ĉout + ĉ†out)/2 and
Q̂out = (ĉout− ĉ†out)/2i for the reflection measurement setup, and Îout = (ĉout

out + ĉout†
out )/2

and Q̂out = (ĉout
out − ĉ

out†
out )/2i for the transmission measurement setup. Blue and red

colors are linked to the meter states |+〉 and |−〉 that are associated with the cavity
frequencies ω0

c and ω1
c or qubit states |0〉 and |1〉. The dashed circles stand for tra-

jectories of the average cavity response (〈Îout〉 , 〈Q̂out〉) with a constant input drive
power and varying cavity resonant frequencies. The radii of the circles are |αin| in
(a) and |αin|

√
κin

c κ
out
c /κc in (b). The separations between the output states are la-

beled by Dout,r and Dout,t as defined in Equations (3.36) and (3.37). Plotted in the
right panels are the phase responses of the cavity spectra. The horizontal axes are
∆ω = ωd−ωRO divided by the cavity linewidth κc. In both (a) and (b), the dispersive
coupling strength is chosen to be χtc = (

√
2− 1)κc, resulting in θr = 2θt = π/4.
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be obtained if we write D using the intra-cavity photon number n̄c = |αq|2. The

expression is the same for both measurement configurations—

D = 2
√
n̄c sin θt. (3.38)

This result implies that given fixed values of κc, χtc and n̄c, the cavity measurement

will yield the same SNR given ideal coherent input states, regardless of how the

measurement is arranged (either in reflection or transmission). However, as is shown

in Figure 3.5, when χtc <
√

3κc, a lower output power is needed in the reflection

setup for it to yield the same SNR as the transmission setup. This is particularly

desirable when the output amplifier chain has a limited dynamical range. Meanwhile,

a higher measurement efficiency, ceteris paribus, should also be expected, because

the amplitude response of a lossless cavity in a reflection measurement is unitary,

which minimizes photon dissipations through unwanted channels. By contrast, in the

transmission measurement scheme, a fraction of intra-cavity photons carrying qubit-

state information are lost by way of the input port. Experimentally, whenever the

transmission measurement setup is adopted, κout
c � κin

c is chosen by default such that

the majority of readout signals can be collected by the output amplifier chain, and

the measurement efficiency is thus maximized (see Section 2.3.4).

3.2.3 Measurement setup of a circuit QED system

Figure 3.6 depicts a minimal circuit diagram for the reflection measurement setup

of the circuit QED experiment, in which the qubit–cavity module is interrogated

by microwave pulses attenuated and filtered through the input line. Directly con-

nected to the only port readout cavity is a microwave circulator that imposes the

directionality of the input and output signals. The readout pulses are subsequently

amplified by a multi-stage amplifier chain, typically consisting of one quantum-limited
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CLNA  RTA Receiver,
digitizer

QLA
Circuit
QED

(a)
(b)

Amplifier chain

Figure 3.6: Schematic drawing of the circuit QED measurement setup in reflection.
QLA: quantum-limited amplifier. CLNA: cryogenic low-noise amplifier, typically re-
alized with high-electron-mobility transistors (HEMT). RTA: room-temperature am-
plifiers. The IQ-plane representations of the readout signals at (a) the output of the
readout cavity and (b) the output of the amplifier chain are shown in Figure 3.7.

Josephson parametric amplifier (QLA), one semiconductor cryogenic low-noise am-

plifier (CLNA), and one or more room-temperature semiconductor amplifiers (RTA),

until the output readout signals can be unambiguously distinguished and recorded by

classical electronic devices. Due to the added noise of the amplifier chain, the SNR

of the output quadrature signals is reduced by a factor of √ηm compared to the ideal

SNR, with ηm again denoting the measurement efficiency. The relation is illustrated

in Figure 3.7.

Define the in-phase (I) and quadrature (Q) components of the intra-cavity field

as

Î =
1

2

(
ĉ† + ĉ

)
, (3.39)

Q̂ =
i

2

(
ĉ† − ĉ

)
. (3.40)
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Figure 3.7: IQ-plane representations of readout signals in a reflection measurement
setup at the (a) input and (b) output of a phase-preserving amplifier chain with a
total gain G and a measurement efficiency ηm. The measurement (data acquisition)
time is chosen to be Tm = 1/κc such that the SNR of the output field is equal to that
of the intra-cavity field. The coordinates (Iout, Qout) are rescaled differently in (a) and
(b) such that the distance between the output states—as defined in Equation (3.36)—
matches that of the intra-cavity states—as defined in Equation (3.35)—represented
using the coordinates (I,Q). For an arbitrary measurement time Tm, the quadrature
uncertainties of the output field would be reduced by a factor of

√
κcTm due to sta-

tistical averaging. In this situation, n̄m = n̄cκcTm is often used to denote the total
number of photons that have interrogated the qubit during the measurement pro-
cess. Note that according to Equation (3.38), the azimuthal angles of the frequency-
shifted cavity states in the intra-cavity (I,Q) coordinates is ±θt = ± arctan(χtc/κc)

instead of ±θr = ±2 arctan(χtc/κc) as in the (Iout, Qout) coordinates. For transmis-
sion measurements, the origins of the (I,Q) and (Iout, Qout) coordinates overlap, and
the azimuthal angles would be ±θt for both the intra-cavity and the output fields.
For a phase-sensitive amplifier chain with the same measurement efficiency, the sig-
nal quadrature (Q) uncertainty of the post-measurement field (b) would be reduced
by a factor of

√
2. The difference comes from the vacuum fluctuations of the idler

mode in the phase-preserving amplification scheme, which is absent in phase-sensitive
amplifiers (see Section 1.3.4).
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By this definition, a coherent state with average photon number n̄c is represented in

the IQ plane—as shown in Figure 3.7(a)—by a 2D symmetric Gaussian distribution

with a central distance
√
n̄c from the origin and standard deviations 1/2 along both

axes, indicating the statistical outcomes of field component measurements performed

by an imaginary device inside the cavity.6 If the amplifier chain provides a power

gain G� 1 along the signal axis, the standard deviation of the amplified output field

after a measurement (data acquisition) time Tm will be
√
G/4ηmTm for phase-sensitive

amplification, and
√
G/2ηmTm for phase-preserving amplification.7 The latter case is

shown in Figure 3.7(b).

In practice, given the amplifiers are able to provide sufficient gains, ηm is mainly

limited by the added noise of the quantum-limited amplifier as well as the residual

dissipations between the readout cavity and the amplifier chain.8 We will return to

this issue and examine the physical causes of the measurement inefficiencies after

presenting the detailed experimental setup in Sections 4.3.2 and 6.1.

Finally, it is worth remarking that if the cavity state is confined to its zero-or-

one-photon subspace, Ĥdisp is reduced to Ĥint in the qubit–ancillae model of weak

6Note that this IQ representation of a coherent cavity state is different from the phase-space
representations of the quantum state of a harmonic oscillator, such as the Glauber–Sudarshan P ,
Husimi Q, or the WignerW functions [Haroche and Raimond, 2006; Scully and Zubairy, 1997; Walls
and Milburn, 2008].

7The input and output operators ĉin, ĉout in the input–output formulation have the dimension
of [T]−1/2 (T for time as in the SI standard).

8For an N -stage amplifier chain with gains G1, G2, . . . , GN and added noise in photon numbers
n1, n2, . . . , nN , the total added noise referred to the input of the first amplifier is

nadd = n1 +

N∑
k=2

nk∏k−1
j=1 Gj

& n1, if G1, G2, . . . , GN � 1. (3.41)

The derivation of this relation can be found in Pozar [2012], where the added noise of an amplifier is
expressed using its noise temperature, which is proportional to the photon number in the classical
regime.
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Table 3.2: Selected experiments that demonstrated and characterized high-fidelity
single-shot qubit readout with circuit QED systems in the linear dispersive regime,
Ĥdisp = −~χtct̂

†t̂ ĉ†ĉ. The values of the reported figures of merit have been converted
according to the conventions of the present article. T2R: Ramsey dephasing time.
T2H: Hahn echo dephasing time. Quantum-limited amplifiers (QLA), operated in
either the phase-preserving (PP) or the phase-sensitive (PS) mode, are referred to
by their acronyms—JPA: Josephson parametric amplifier [Castellanos-Beltran et al.,
2008; Hatridge et al., 2011; Yamamoto et al., 2008; Yurke et al., 1989, 1988]. JPC:
Josephson parametric converter [Bergeal et al., 2010a,b; Roch et al., 2012]. SLUG:
Superconducting low-inductance undulatory galvanometer [Hover et al., 2012; Ribeill
et al., 2011]. JTWPA: Josephson traveling-wave parametric amplifier [Macklin et al.,
2015; O’Brien et al., 2014]. JPD: Josephson parametric dimer Eichler et al. [2014].
SIMBA: Superconducting isolating modular bifurcation amplifier Rosenthal et al.
[2021]. The apparent total QND fidelityQ′tot—defined in Equation (2.28)—is reported
in these experiments instead of Qtot. Listed under Tm are by default the durations of
the data integration window. If the integration time is not reported, the lengths of
the microwave measurement pulse are enclosed in parentheses. Efforts on reducing
Tm include shaping the readout pulse to actively populate and/or deplete the readout
resonator faster than its time constant of free decay [Bultink et al., 2016, 2018; Jeffrey
et al., 2014; Liu et al., 2014; McClure et al., 2016].

measurements—Equation (2.31). In Section 2.4, the chain of ancillae were initialized

in |+x〉 and projectively measured onto the |±y〉 basis after their finite-strength in-

teraction with the qubit. Analogously, in the dispersive qubit readout protocol, the

cavity should be initialized in the coherent state centered at (
√
n̄c, 0) in the IQ plane

(see Section 1.3.4), and subsequently measured along the Q axis after the qubit–

photon interaction (see Figures 3.5 and 3.6). In this way, the parallelism between the

two-level pedagogical model and the circuit QED dispersive readout scheme can be

clearly visualized.

Table 3.2 summarizes key parameters and performance metrics of selected single-
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shot qubit readout experiments employing qubit–cavity interactions in the linear dis-

persive regime. Attempts to achieve improvements beyond the state-of-the-art values

of Ftot, Qtot, Tm, and ηm are motivating researchers to explore variations of qubit–

cavity couplings beyond the simple linear form (see Section 3.4).

3.3 Measurement-induced qubit dephasing

As has been shown in the previous section, the microwave readout of superconducting

qubits is based on cross-Kerr dispersive coupling between the cavity and the qubit

in the circuit QED system. The same coupling Hamiltonian Ĥdisp, which is respon-

sible for the qubit-state-dependent shift of the cavity resonant frequency, can in the

meantime cause a cavity-state-dependent shift of the qubit transition frequency,

Ĥq

~
+
Ĥdisp

~
=
(
ω01

t − χtcĉ
†ĉ
) σ̂z + 1

2
, (3.42)

in which Ĥq = ~ω01
t σ̂z/2 denotes the two-level Hamiltonian of the transmon qubit.

Therefore, fluctuations of the cavity photon number operator ĉ†ĉ lead to the fluc-

tuations of the qubit 0–1 frequency, resulting in a channel of cavity-photon-induced

qubit dephasing [Bertet et al., 2005a,b; Clerk and Utami, 2007; Gambetta et al., 2008,

2006; Schuster et al., 2005]. In this section, I will present an analytical theory of the

measurement-induced-qubit dephasing effect based on the input–output formalism

of the coupled cavity–qubit system. A more complete version of this theory in the

context of quantum microwave radiometry has been published in the Supplemental

Material of Wang et al. [2021].

We start from Equation (3.16)—the Heisenberg–Langevin equation of the cavity

mode in the reflection measurement setup, whose formal solution is given by Equation

(3.19). The convention of notations is the same as that in Section 3.2.2.
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(i) If the readout cavity is subject to coherent-state drives, the total cavity-induced

qubit dephasing effect—namely, the off-diagonal element of the qubit density

matrix after the cavity reaches a steady state—is given by e−
∫

Γcoh
φ (t) dt, in which

the dephasing rate is given by

Γcoh
φ =

κc

2

∣∣α0 − α1

∣∣2, (3.43)

in which α0 = 〈ĉ0〉 and α1 = 〈ĉ1〉 are the steady-state complex coherent-state

amplitudes of the readout cavity given the qubit being in |0〉 and |1〉, respec-

tively [Bultink et al., 2018; Gambetta et al., 2008, 2006; Silveri et al., 2016].

Considering the special case of a symmetric readout drive at the frequency

ωRO = (ω0
c + ω1

c )/2, one can find

α0(t) =

√
κc αin

κc
2

+ iχtc

2

e−iωROt, (3.44)

α1(t) =

√
κc αin

κc
2
− iχtc

2

e−iωROt, (3.45)

and

Γcoh
φ =

1

2

(
4κcχtc|αin|
κ2

c + χ2
tc

)2

. (3.46)

If one denotes the average cavity photon number using

n̄c = |α0|2 = |α1|2 =
4κc|αin|2

κ2
c + χ2

tc

, (3.47)

Equation (3.46) can be rewritten as

Γcoh
φ =

2n̄cκcχ
2
tc

κ2
c + χ2

tc

. (3.48)
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Therefore, the coherent-photon-induced qubit dephasing rate is proportional to

the average intra-cavity photon population n̄c.

Equation (3.43) is an important identity as it links the qubit dephasing rate

and the SNR of an ideal circuit QED measurement setup. For instance, for a

practical phase-preserving amplifier chain with a total measurement efficiency

ηm, the SNR of the steady-state output signal after a measurement time window

Tm is

SNR =
√

2ηmn̄cκcTm sin θt. (3.49)

Define the measurement rate as

Γmeas =
SNR2

Tm

(3.50)

The measurement efficiency can be expressed as the ratio of the measurement

rate and the dephasing rate—

ηm =
Γmeas

Γcoh
φ

. (3.51)

Experimentally, with κc and χtc measured using spectroscopy methods, Equa-

tion (3.48) can be used to calibrate the intra-cavity photon number n̄c of a

circuit QED system, and Equation (3.51) to extract its measurement efficiency

[Bultink et al., 2018].9 With an overall reduction factor κout
c /κc in ηm, the same

9Here the SNR is defined as the average amplitude of the output quadrature signal divided by
its standard deviation. If the “signal” is defined as the separation between the two meter states,
then a factor of two should be added on the right hand side of Equation (3.49) and a factor of 1/4
on the right hand side of Equation (3.50). For a phase-sensitive amplifier chain, the expression of
SNR should be multiplied by a factor of

√
2 and hence the right hand side of Equation (3.51) should

be divided by two [Eddins et al., 2019].
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relation applies to transmission measurements as well.

(ii) If the readout cavity is subject to steady-state, broadband (white) thermal

drives,

〈ĉ†in(t) ĉin(t′)〉 = n̄thδ(t− t′), (3.52)

in which δ(t) is the Dirac delta function in the time domain. The above cor-

relation function indicates that broadband thermal noise has a zero correlation

time and a white power spectral density. The steady-state cavity population—

calculated using Equation (3.19)—is then

〈ĉ†q ĉq〉 = lim
t→∞

κc

∫∫ t

0

〈ĉ†in(t′) ĉin(t′′)〉 e(iω
q
c−κc2 )(t−t′)e−(iωqc+κc

2 )(t−t′′) dt′ dt′′ = n̄th.

(3.53)

A thermal drive can be considered as an incoherent mixture of coherent drives.

Accordingly, the dephasing effect can be computed by averaging over all possible

realizations of qubit dephasing induced by input coherent states, which can be

simplified through the cumulant expansion of averages,

〈
e−

∫
Γcoh
φ (t) dt

〉
= exp

[
−
∫
〈Γcoh

φ (t)〉 dt +
1

2

∫∫
〈Γcoh

φ (t)Γcoh
φ (t′)〉 dtdt′ + · · ·

]
.

(3.54)

Higher-order cumulants can be neglected in the limit of small input thermal

photon numbers, namely, n̄th � 1. Under this approximation, the thermal-

noise-induced qubit dephasing rate is given by

Γth
φ = 〈Γcoh

φ 〉 =
κc

2

〈
|α0 − α1|2

〉
. (3.55)
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Define the distance of the two qubit-state-dependent cavity states—

D̂ = ĉ0 − ĉ1, (3.56)

which is the quantized version of Equation (3.35). We can then rewrite Equation

(3.55) as

Γth
φ =

κc

2

〈
D̂†D̂

〉
=
κc

2

〈
ĉ†0ĉ0 + ĉ†1ĉ1 − ĉ†0ĉ1 − ĉ†1ĉ0

〉
. (3.57)

Since

〈ĉ†0ĉ1〉 = lim
t→∞

κc

∫∫ t

0

〈ĉ†in(t′) ĉin(t′′)〉 e(iω0
c−

κc
2 )(t−t′)e−(iω1

c+κc
2 )(t−t′′) dt′ dt′′

= n̄thκc lim
t→∞

∫ t

0

e(iχtc−κc)(t−t′) dt′ =
n̄thκc

κc − iχtc

= 〈ĉ†1ĉ0〉
∗
,

(3.58)

one can obtain

Γth
φ =

n̄thκcχ
2
tc

κ2
c + χ2

tc

. (3.59)

A general solution of the thermal-photon-induced qubit dephasing rate beyond

the small-thermal-photon-number limit (n̄th � 1) has been calculated by Clerk

and Utami [2007]:

Γth
φ =

κc

2
Re

√(1 +
iχtc

κc

)2

+
4iχtcn̄th

κc

− 1

 . (3.60)

Equations (3.59) and (3.60) have important implications on the upper bound

of the qubit dephasing time Tφ in the absence of external drives. Assuming



3.3. Measurement-induced qubit dephasing 94

κc and χtc have comparable values10 and are both on the order of megahertz,

one average thermal photon can give raise to a dephasing rate on the order

of 10−6 s−1. In practical experimental systems, a residual thermal population

n̄th ∼ 10−2–10−3 then limits Tφ under 10–100 µs . T1. According to the relation

[Abragam, 1961]

1

T2

=
1

2T1

+
1

Tφ
, (3.61)

the decoherence time T2 is thus much shorter than its upper limit 2T1. I will

demonstrate in Chapter 5 that this limit is attainable by coupling the readout

cavity to cold electromagnetic dissipations that can effectively suppress n̄th to

the level of 10−4.

A couple of remarks before we conclude this section: First, Equations (3.48)

and (3.59) have the similar form, but a steady-state coherent cavity field leads to

a factor-of-two higher qubit dephasing rate than a steady-state thermal cavity field

with the same average photon number. That is to say, photon statistics plays a role

in determining the cavity-photon-induced qubit dephasing rate.11 Second, the above

derivations of the exponential decay model of qubit dephasing over time is only valid

10For the maximization of the readout SNR given a fixed power of the input coherent drive. See
Figure 3.5.

11A similar factor-of-two difference can be found in the correlation times of the coherent and
thermal drives as filtered by the cavity. This is shown by the correlation functions of the fluctuating
cavity photon number, which is

〈δn̄(t)δn̄(t′)〉coh = n̄ce
−κc

2 |t−t
′|

for an on-resonance coherent cavity drive, and

〈δn̄(t)δn̄(t′)〉th = n̄th(n̄th + 1)e−κc|t−t′|

for a broadband thermal drive.
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on a time scale longer than 1/κc; in the opposite limit, a Gaussian decay model

dominates [Gambetta et al., 2006; Schuster et al., 2005], and a qubit dephasing time

is thus not well defined. This is also shown by the two-level measurement model in

Section 2.4 that the reduction of the transverse component of the Bloch vector after

an unrecorded measurement event is proportional to e−(∆t)2 instead of e−∆t, with the

dimensionless incremental interaction strength ε = χ∆t� 1.

3.4 Measurement-induced qubit-state transition

While presenting the theory of measurement-induced qubit dephasing in the previous

section, we have assumed that the qubit state is not altered during its interaction with

cavity photons, which is equivalent to an ideal QND fidelity as defined in Section 2.3.2.

This is a reasonable approximation when the two-level dispersive coupling Hamilto-

nian Ĥdisp as given by Equation (3.8) is considered, which implies the commutation

relation

[
σ̂z, Ĥdisp

]
= 0. (3.62)

Therefore, the dispersive qubit–cavity coupling under the RWA provides a QND mea-

surement channel that allows repetitive qubit readouts in pursuit of higher measure-

ment precision. Nevertheless, Ĥdisp is the result of perturbative transformations from

the linear transmon–cavity coupling in Equation (3.1),

Ĥlin

~
= gtc

(
t̂† + t̂

)(
ĉ† + ĉ

)
. (3.63)

The dropping of higher-order terms in the perturbative approximations is responsi-

ble for qubit-state-transition events during the qubit–photon interaction processes.

In reality, it has been predicted and observed that additional qubit relaxations and
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excitations, including transitions out of the two-level subspace, can be induced by mi-

crowave photons in the readout resonator [Boissonneault et al., 2008, 2009; Lescanne

et al., 2019; Picot et al., 2008; Sank et al., 2016; Slichter et al., 2012; Verney et al.,

2019]. Experimentally, this is typically reflected as the decrease of qubit T1 in the

presence of a high number of intra-cavity photons n̄c. These findings have encour-

aged the usage of a moderate level of microwave drive power—more specifically, an

intra-cavity photon number on the order of 100 to 101—in the qubit readout, which

again boosts the demand for a higher measurement efficiency to maintain a sufficient

SNR.

Unlike the photon-induced qubit dephasing effect, which can be explained using

the linear model of qubit–cavity coupling, the photon-induced qubit relaxation is es-

sentially a nonlinear phenomenon originating from higher-order Hamiltonian terms

neglected in the RWA. These parasitic effects can in principle be suppressed by en-

gineering new forms of qubit–photon couplings that are intrinsically compatible with

QND measurements, without further perturbative approximations.

(i) For instance, ideas have been proposed to replace the transverse field–field cou-

pling in Equation (3.63) with a longitudinal coupling of the form

Ĥlong

~
= glongt̂

†t̂
(
ĉ† + ĉ

)
, (3.64)

which directly commutes with σ̂z after the two-level truncation [Billangeon

et al., 2015; Didier et al., 2015; Kerman, 2013]. Such a longitudinal inter-

action Hamiltonian has been experimentally realized by adding a parametric

qubit drive at the cavity frequency to a linearly coupled circuit QED system in

the weak dispersive regime [Touzard et al., 2019].
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(ii) Alternatively, the QND qubit–cavity coupling of the cross-Kerr form

ĤCK

~
= gCK

(
t̂† + t̂

)2(
ĉ† + ĉ

)2 (3.65)

has also been proposed [Diniz et al., 2013] and demonstrated [Dassonneville,

2019; Dassonneville et al., 2020] using a readout cavity coupled to a supercon-

ducting artificial molecule in which the linear coupling between the qubit and

cavity modes is avoided.

The key parameters and results of the two experiments are summarized in Table

3.3. In Chapter 6, I will further elaborate on the design method (ii) and present

our experimental work on the Π-mon artificial molecule, which is aimed at achieving

high-power dispersive qubit measurements in the 3D circuit QED architecture with

a near-ideal QND fidelity.

The discussions on the qubit dephasing and relaxation effects induced by photons

in the readout cavity conclude the theoretical preparation part of this dissertation.

We have encountered two parasitic issues in the circuit QED measurement setup that

are to be addressed with novel quantum circuit designs:

1. The residual thermal photon population in the readout cavity limiting the qubit

dephasing time;

2. The increase of qubit-state transition events induced by cavity photon at strong

measurement powers.

After a short Chapter 4 summarizing the key experimental techniques, I will de-

vote Chapters 5 and 6 to the two problems respectively by introducing the resonant

cavity attenuator and the Π-mon artificial molecule. These original works are the pre-

liminary steps toward the simultaneous realization of high-coherence superconduct-
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ing qubits and their high-performance quantum-limited readout, for tackling more

demanding quantum information processing tasks and fundamental investigations in

quantum dynamics and measurements.



Chapter 4

Experimental Methods of
Quantum Microwave Circuits

An experimentalist wishing to pursue research
at millikelvin temperatures faces four technical
difficulties: how to reach the low temperature,
how to measure it, how to reduce the exter-
nal heat leak so that the low temperature can
be maintained for a sufficiently long time, and
how to transfer cold from one place to another.

Olli Viktor Lounasmaa [1974]

Thus each ‘resonant’ experiment involves two
steps: (a) induce, or ‘drive’ the resonance, (b)
detect its occurrence. The problem of detec-
tion, by far the more difficult of the two, has
been solved in a large (and still growing) num-
ber of ways, each best adapted to the special
features of the system studied.

Anatole Abragam [1961]

In the first three chapters, using a variety of mathematical and physical models,

we have presented the central questions of the current dissertation research. After

introducing the motivations and tools of superconducting quantum circuit engineer-

ing, as well as the rudimentary theories of projective and quasi-continuous quantum

measurements, we reviewed the standard schemes of qubit-state readouts in the cir-

cuit QED architecture, and highlighted the cavity-photon-induced qubit dephasing

100
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and relaxation effects, which have to be alleviated in more ideal artificial quantum

systems. In this chapter, I will redirect our discussions into the physics laboratory

and overview the techniques of preparations and low-temperature microwave mea-

surements of superconducting electrical circuits involved in our original experiments.

The experimental methods of circuit QED are naturally divided into five parts—

(i) The design, fabrication, and room-temperature selection of superconducting

Josephson circuits on dielectric substrates;

(ii) The design and machining of microwave readout cavities coupled to supercon-

ducting Josephson circuits and external microwave transmission lines;

(iii) The electromagnetic wiring and thermal installation of the low-temperature

microwave measurement setup in a dilution refrigerator;

(iv) The arrangement and tuning of electronic equipment and the preparation of the

ambient electromagnetic environment at the room temperature;

(v) The control software for the room-temperature electronics as well as the data

acquisition and processing system.

I will cover one part in each following section. Special designs beyond the stan-

dard circuit QED toolkit appearing in our original experiments will be introduced in

Chapters 5 and 6 separately.

4.1 Josephson circuits: design, fabrication, and test

As has been illustrated in Section 1.3.3, the transmon design compatible with 3D

circuit QED systems features a minimal complexity. The drawing in Figure highlights

the three key geometric parameters of the external coplanar capacitor: the width

and the length of the electrode pads, and their separation. While the capacitance
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Width
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Length

Separation Josephson junction

Upper electrode

Lower electrode

Figure 4.1: Drawing of a transmon artificial atom for 3D circuit QED systems. The
geometric scale of the SIS tunnel junction area (sub-micrometer) is much smaller
than that of the coplanar capacitor electrodes (typically, hundred-micrometer). In
the circuit simulation, the Josephson junction can thus be modeled as a nonlinear
lumped-element inductor.

between the two symmetric electrodes is proportional to their width, the electric

dipole coupling between the transmon and the readout cavity is mainly determined

by the length and the separation—along the direction parallel to the cavity electric

field. The Josephson junction is centered in the link between the two electrode pads,

whose geometric scale is small enough such that the junction can be treated as a

lumped-element device.

Thin-film aluminum (Tc ≈ 1.3 K under zero external magnetic field) is the most

common superconducting material that standard Josephson junctions are made of.

The thin insulator layer in the SIS sandwich structure can then be grown through

the oxidation of aluminum. Superconductors with higher critical temperatures and

magnetic fields, such as niobium nitride (NbN) [Niepce et al., 2019], niobium titanium

nitride (NbTiN) [Samkharadze et al., 2016], titanium nitride (TiN) [Shearrow et al.,
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2018], granular aluminum (grAl) [Winkel et al., 2020], and tantalum (Ta) [Place et al.,

2021] also find their applications in transmon circuits, for improved qubit coherence

properties or high-field experiments with hybrid quantum systems.

The preparation of superconducting circuit chips is compatible with the micro-

fabrication techniques originally developed in the modern semiconductor industry

[Campbell, 2001]. The experiments reported in the following two chapters were per-

formed with aluminum-based transmon qubits fabricated using the standard bridge-

free, double-angle evaporation protocol [Lecocq et al., 2011; Pop et al., 2012]. The cir-

cuit pattern is defined on 2 inch-diameter, 430 um-thick, double-side-polished C-plane

sapphire wafers using the electron-beam lithography technique, facilitated by a 100

kV electron-beam pattern generator (Raith EBPG 5000+). The thin-film aluminum

in these Josephson junctions is deposited and oxidized in a combined electron-beam

evaporation and oxidation system (Plassys UMS300 UHV). The readers are invited

to consult Minev [2018] and Serniak [2019] for detailed descriptions of the transmon

fabrication process.

Posterior to dicing and cleaning, individual samples are selected from the wafer

through measuring the room-temperature DC resistance Rn of the Josephson junc-

tion.1 Following Equations (1.2) and (1.3), the Josephson inductance can be inferred

using the formula

LJ =
~
π∆

Rn, (4.1)

in which ∆ is the superconducting energy gap [Ambegaokar and Baratoff, 1963a,b].

In reality, a correction factor γ should be multiplied on the right-hand side of the

1A DC link is patterned on the lithography mask to short the two electrode pads so as to prevent
the accumulation of electrostatic charge during the fabrication and storage. The DC link is to be
broken by the probe needle before the room-temperature junction resistance test.
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formula to account for the increase of the normal resistance of Josephson junctions

when cooled down to low temperatures,

LJ =
γ~
π∆

Rn. (4.2)

In our experiments, γ ≈ 1.15–1.20 is typically consistent with low-temperature sample

characterizations.

The aluminum Josephson junctions in the SNAIL2 parametric amplifiers (SPA)

are fabricated following the Niemeyer–Dolan-bridge process [Dolan, 1977; Niemeyer

and Kose, 1976] on 300 µm-thick silicon substrates.

4.2 Microwave cavities: geometries and materials

A transmon sample, after passing the room-temperature junction resistance test, is

to be loaded into one of the chip slots in a 3D microwave readout cavity, as shown in

the upper panel of Figure 4.2. To implement the simple linear qubit–cavity coupling

as in Equation (3.63), the electric dipole moment of the transmon should be aligned

with the electric field of the TE101 mode (between 7.4–7.9 GHz in our experimental

systems), which is along the shortest dimension of cavity. The two asymmetric chip

slots coincide with the nodes of the electric field of the cavity TE103 mode—the second

lowest mode that can be excited through a symmetric coaxial pin or a waveguide

aperture coupler. The alignment of the two half-cavity parts is assisted by a pairs of

Dowel pins. One circle of thin indium wire is placed inside the sealing grove to reduce

the seam loss of the cavity [Brecht et al., 2017, 2015].3 A long screw can be inserted

2Abbreviation of the superconducting nonlinear asymmetric inductive element [Frattini et al.,
2018, 2017; Sivak et al., 2019].

3The seam loss can be further minimized by suppressing the electromagnetic field at the cav-
ity seam, for instance, with a waveguide section whose cutoff frequency is above the frequency
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Aligning holes
(for Dowel pins)

Coupling hole 
(for a coaxial 
pin coupler)

Chip slots

Tuning hole

Mounting holes
(to the cryostat)

Waveguide flange

Sealing grove

Coupling aperture 
(for a waveguide coupler)

(1 cm)3

Figure 4.2: Drawing of a 3D microwave readout cavity used in the following exper-
iments. The round shape of the inner side walls is designed to ease the machining
process compared to a rectangular design with sharp internal angles. The upper cav-
ity half can be paired with a mirrored copy of itself, or its variation depicted in the
lower panel, which is designed to be coupled to a waveguide section or a waveguide-
to-coaxial-cable coupler.
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through the tuning hole to lower the cavity resonant frequency within the range of

∼ 200 MHz.

The most common material choice of the 3D cavities is the 6061 aluminum alloy,

which is superconducting at sub-kelvin temperatures and thus minimizes the intrinsic

conductive loss. Oxygen-free high-conductivity (OFHC) copper with an aluminum

coating layer is also often adopted for an improved bulk thermal conductivity com-

bined with low surface electrical dissipations—the latter is due to the skin effect of

the distribution of electromagnetic fields inside a conductor at microwave frequencies

[Pozar, 2012].

4.3 Low-temperature experimental system

The circuit QED module, as described in the previous two sections, is installed in

an environment around 20 mK and measured using a microwave electronic system.

In this section, I will briefly discuss how the low temperatures are maintained and

calibrated, how microwave circuit elements are arranged to assist electromagnetic

measurements at the single quantum level, and what special cautions are exercised

to improve the thermalization and electromagnetic shielding of the sample.

4.3.1 Cryogenics and thermometry

The low temperature environment of our quantum circuit experiments is provided

by an Oxford TritonTM 200 cryogen-free dilution refrigerator, whose basic thermal

circuit diagram4 is drawn in Figure 4.3. The cryostat consists of five gold-plated

of the fundamental cavity mode [Reagor et al., 2016]. Such design offers an attractive solution
for superconducting-cavity quantum memories, where high intrinsic quality factors are particularly
desired.

4Further details, such as cold traps and the room-temperature gas handling system, are not
represented in this diagram.
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RTP (300 K)

MC
(concentrated/
dilute phases)

Still
(dilute phase)

PT1 (55 K)

MC (20 mK)

IAP (0.1 K)

Still (0.7 K)

PT2 (3.5 K)

PrecoolPTDilution

Figure 4.3: Simplified thermal cycle diagram of the cryogen-free dilution refrigerator.
From left to right, the blue, orange, and red lines stand for the dilution refrigeration,
pulse tube, and precool cycles, respectively. The still and mixing chamber in the
dilution unit are colored in blue. Annotations on the right label the six plates and
their typical temperatures. RTP: room-temperature plate. PT: pulse-tube. IAP:
intermediate anchoring plate. MC: mixing chamber. The RTP, PT1, and PT2 stages
are paired with aluminum shields, while the still stage is each paired with a light-tight
copper shield. Only the room-temperature shield, also named the outer vacuum can
(OVC) is hermetic and sealed with O-rings. Gray boxes represent heat exchangers
of various types. In reality, the PT1 and PT2 heat exchangers are not anchored but
thermal connected through copper thermal straps to the cryostat stages, in order to
reduce the impact of vibrations caused by the pulse tube cryocooler.
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temperature stages below the room temperature, and three closed-loop refrigeration

cycles—a two-stage pulse tube (PT) cryocooler, a dilution unit, and a precool circuit.

The stages are mechanically supported but thermally isolated from each other. The

entire cryostat is loaded on three passive vibration isolators for suppressing mechani-

cal noise during the experiments. In a standard cooldown process, the PT first lowers

the temperature of the lowest stage to 10 K after 24–30 hours, while a small amount

of helium-3 and helium-4 (3He–4He) mixture is circulated in the precool circuit to

assist the thermalization of lower cryostat stages to the PT cooler. After the precool

circuit is evacuated, the dilution unit is turned on and all the stages will reach their

expected temperatures as labeled in the diagram after another few hours.5 These low

temperatures can be maintained for an extended period of time set by the experi-

mental schedule of the research team. The 3He–4He dilution refrigeration mechanism

is the only continuous cooling method capable of reaching temperatures below 0.3

K—the low-pressure limit of the evaporative cooling temperature with 3He.

Three types of low temperature sensors are employed to monitor different parts

of the cryostat in real time—

(a) PT1: Platinum resistance thermometer (PT100)

(b) PT2: Zirconium oxynitride resistance thermometer (Cernox)

(c) Still and intermediate anchoring plate (IAP): Ruthenium oxide (RuO2) resis-

tance thermometer

(d) Mixing chamber (MC) plate: the Cernox and RuO2 thermometers are used as

the primary temperature sensors above and below 1 K, respectively.

5For basic principles of the 3He–4He dilution refrigeration method, see Lounasmaa [1974] and
Pobell [2007].
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In selected experimental rounds, a cobalt-60 (60Co) nuclear-orientation thermome-

ter [Lounasmaa, 1974; Marshak, 1983] was installed on the MC stage for reliable

absolute temperature measurements below 100 mK.

While these sensors—after calibrations—are usually reliable in reporting the tem-

perature of their immediate surroundings, it should be emphasized that due to the

limited thermal conductivities of various components in the cryogenic experimental

installation, the thermometer readouts do not directly reflect the effective tempera-

tures of the quantum circuit sample and the microwave modes.

4.3.2 Low-temperature microwave wiring

The design of a quantum-limited microwave measurement system is essentially about

manipulating electromagnetic signals at various finite levels of noise temperature.

The major tasks include attenuation, filtering, directional circulation, and amplifi-

cation. Figure 4.4 displays a simplified wiring diagram for the standard reflection

measurement of a single circuit QED module consisting of one transmon qubit lin-

early coupled to one readout cavity. This diagram offers more concrete descriptions

of the high-level schematic drawing in Figure 3.6.

Microwave readout pulses at frequency fRO are generated at the room tempera-

ture and delivered to the circuit QED module through an input transmission line,

shown vertically on the left. The typical Johnson–Nyquist noise temperature as-

sociated with those passive room-temperature electronic devices is on the order of

300 K, which corresponds to the energy of 103 microwave photons around 7 GHz.6

The measurement signals in the circuit QED readout cavity—usually between 1–10

microwave photons—would be overwhelmed by thermal fluctuations from the room

6See Footnote 17 in Chapter 1 for the conversion between thermal excitations and photon energies
frequently encountered in low-temperature electromagnetic measurements.
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Figure 4.4: Cryogenic microwave setup for a standard circuit QED experiment in a
dilution refrigerator. The low-temperature system consists of three essential parts:
(i) an input line with cryogenic microwave attenuators and filters; (ii) the circuit
QED system—here exemplified by a transmon linearly coupled to a 3D rectangular
readout cavity measured in reflection; (iii) the output amplifier chain consisting of
a quantum-limited amplifier (QLA) realized with Josephson microwave circuits, and
a semiconductor cryogenic low-noise amplifier (CLNA) typically realized using the
high-electron-mobility transistor (HEMT) technology. The microwave pump of the
QLA and the DC bias of the CLNA are not represented. EF stands for Eccosorb
filters. Blue lines represent niobium–titanium (Nb–Ti) superconducting microwave
coaxial cables. Following this color code, other superconducting circuit elements—the
transmon, the readout cavity, and the Josephson amplifier are also colored in blue.
The gray blocks stand for the electromagnetic shields of the circuit QED module and
the QLA. The names and abbreviations of the temperature stages are the same as in
Figure 4.3. DC blocks are installed on both the input and output lines at the top of
the cryostat to prevent the formation of DC ground loops. Copies of the input line
can be added as the qubit drive lines. Pump lines of the QLA is constructed similarly
but with less attenuation.

temperature, unless the noise is dissipated into the cold reservoirs inside the cryostat.

Therefore, a series of cryogenic microwave attenuators are installed on the input line

at different temperature stages. Mathematically, the output thermal fluctuations an

attenuator—measured in the photon number—are given by the relation

n̄out
th = ηan̄

in
th + (1− ηa)n̄res

th , (4.3)

in which ηa stands for the attenuation; n̄in
th, n̄out

th , and n̄res
th measure the thermal fluctua-

tions of the input signal, the output signal and the thermal reservoir of the attenuator,

respectively. When n̄in
th, n̄

out
th , n̄

res
th � 1, the above relation can also be written using
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temperatures,

Tout = ηaTin + (1− ηa)Tres. (4.4)

The temperatures and photon numbers can be converted using the Bose–Einstein

distribution function [Pathria and Beale, 2021],

n̄th =
1

e
hf
kBT − 1

, (4.5)

in which f is the frequency of the radiation mode. The value of input attenuation on

each stage should be chosen such that the attenuated input noise—ηan̄
in
th—should be

comparable to n̄res
th . As a practical example, given an input signal with Tin = 300 K

passing a 20 dB attenuator (ηa = 0.01) on the PT2 stage (Tres = 3.5 K), then

Tout ≈ Tin/100 + Tres = 6.5 K. A typical arrangement of attenuator along a readout

input line is 20 dB on the PT2 stage, 10 dB on the Still stage, and 40 dB on the MC

stage. These attenuators are made of nichrome (NiCr) thin-film resistors and provide

broadband attenuation below 18 GHz at low temperatures. The MC attenuation is

often separated into multiple stages in series for reduced heat dissipations on each

element. The stainless-steel coaxial cables, which can maintain the thermal isolation

between different stages, add another ∼ 10 dB attenuation along the input line.

On top of the broadband attenuation, the input line is also equipped with two

types of low-pass filters—a homemade Eccosorb CR-110 filter (EF) that is absorptive

in the far-infrared frequency band [Halpern et al., 1986] but has a matched impedance

between 2–10 GHz [Pop et al., 2014], and a commercial low-pass filter with a cutoff

frequency at 10 GHz. It has also been proved that an EF inside the electromag-

netic shield of the circuit QED module can improve the charge-parity lifetime of the

qubit by potentially suppressing the photon-assisted quasiparticle tunneling events
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[Diamond et al., 2022; Serniak et al., 2019].

On the MC stage, cryogenic ferrite circulators with a directional passband be-

tween 4–8 GHz are used to separate input and output signals for the reflection cavity

measurement and the reflection quantum-limited amplifier. One or more additional

circulators—with the third port terminated by a 50 Ω resistive load—between the

ones connected to the cavity and the amplifier ports can enhance the directionality

of readout signals.

Circuit elements on the MC stage are typically connected by semi-rigid copper

coaxial cables, for their low insertion loss and flexibility for wiring. Residual dissi-

pations occurring along the microwave cables, connectors, and cryogenic circulators

between the circuit QED module and the quantum-limited Josephson amplifier are

often the limiting factor of the overall measurement efficiency of the readout system.

Niobium–titanium (Nb–Ti) superconducting cables are often used in this range to

minimize the added noise and improve the measurement efficiency.

After the Josephson amplifier on the base stage, the output line is equipped on

the PT2 stage with a broadband semiconductor cryogenic low-noise amplifier (CLNA)

based on high-electron-mobility transistors (HEMT) [Weinreb, 1980]. Specific models

used in the following experiments are fabricated by Low Noise Factory and Cosmic

Microwave Technology, which provide 35–45 dB gain within various gigahertz band-

widths in the range of 1–12 GHz. Their noise temperatures—tested by the manufac-

turers around 10 K—are between 2–8 K, comparable to the PT2 stage temperature.

The DC power dissipation of these semiconductor amplifiers is on the order of 10

mW, which is below the optimal cooling power of the PT2 stage.

A straight section of Nb–Ti superconducting coaxial cable directly connects the

MC stage and the PT2 stage on the output line to minimize added noise in readout

signals before the CLNA/HEMT amplifier. Two cryogenic ferrite insulators with a

directional passband between 3–12 GHz are installed in series at the input of the
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superconducting cable on the MC stage to prevent thermal radiation at higher tem-

peratures from moving downward and contaminating the quantum signals.

4.3.3 Thermalization and electromagnetic shielding

One key challenge in circuit QED experiments is the coupling between the cryogenic

system and the microwave circuitry explained in the previous two subsections, since

quantum-limited microwave measurements essentially depend on the effective ther-

malization of the electromagnetic environment of superconducting circuits. In prac-

tice, the temperature of the MC stage—as monitored by the RuO2 sensor anchored

on the cryostat plate—does not directly reflect the physical temperature immediately

surrounding the circuit QED module, or the effective temperature of the electromag-

netic field inside the measurement circuits. Special cautions are ought to be taken to

minimize the temperature gradients between different parts of the experimental sys-

tem that are ideally expected to be thermalized to the MC of the dilution refrigerator

at 20 mK.

The cryostat plates and the mechanical holders of quantum circuit modules below

the MC stage are made of OFHC copper—a reliable high-thermal-conductivity metal

at millikelvin temperatures. Gold plating of a few micrometers thick is generally pre-

ferred, thanks to the softness of the gold–gold interface to form larger contact areas

for more efficient heat conduction [Dillon et al., 2017]. If gold plating is not available,

the surface oxide layer of copper should be removed with a scouring pad and a fine

sandpaper. To eliminate organic residues attached to the surfaces, the sample hold-

ers and 3D cavities are subsequently cleaned with an anionic detergent (Alconox),

acetone, and isopropyl alcohol (IPA) through sonication and dried with compressed

nitrogen gas. The tightness of all mechanical fasteners should be frequently exam-

ined because the contact thermal conductance is proportional to the interfacial force.

Molybdenum (Mo) washers are paired with screws of all sorts due to the small con-



4.3. Low-temperature experimental system 115

tractivity/expansivity of Mo at low temperatures. The mechanical joints will thus

remain tight when the cryostat is cooled down.

Nevertheless, materials with low thermal conductivities at millikelvin tempera-

tures are also present in the experimental system. Two notable examples are alu-

minum as in superconducting cavities and waveguides, and stainless steel, which is

widely used in the packages for commercial cryogenic attenuators and ferrite circu-

lators/isolators. OFHC copper blocks, clamps and strips are employed as additional

thermal links to assist the thermalization of these circuit components to the MC stage

of the cryostat. Residual thermal radiation with effective temperatures in the 50–70

mK range is commonly observed in experiment setups of the same type. Novel home-

made lumped-element broadband attenuators [Yeh et al., 2017] and resonant cavity

attenuators [Wang et al., 2019] can be invented to address this issue, which will be

discussed in detail in Chapter 5.

Due to the sensitivity of superconducting quantum circuits to external electro-

magnetic perturbations, extra layers of protection are applied around the sample to

further screen ambient magnetic fields and infrared radiation in the dilution refriger-

ator. Both the circuit QED module and the Josephson quantum-limited amplifier are

housed in high-magnetic-permeability mu-metal (Amumetal A4K) shields thermally

anchored to the OFHC copper mechanical holders below the MC stage. In selected

experimental rounds, a copper wrap coated with a mixture of epoxy (Stycast 2850)

and fine carbon power is placed inside the circuit QED shield for infrared absorption

[Barends et al., 2011]. The circuit QED module is also wrapped with three layers of

aluminized biaxially-oriented polyethylene terephthalate (boPET) films. The copper

sample holder of the Josephson amplifier is paired with an aluminum shield inside its

mu-metal can for improved magnetic screening.
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Figure 4.5: Microwave circuit for arbitrary-shape pulsed signal generation through
IQ modulation. Signal sources: blue—microwave carrier signal; green—IQ modula-
tion signals; red—digital marker signal. All these signal generators are synchronized
through a 10 MHz reference clock signal from the rubidium (Rb) atomic frequency
standard (CLK). The L and R ports of the double-balanced IQ mixer are the local os-
cillator (LO) input and radio-frequency (RF) output. DR: dilution refrigerator. RTA:
room-temperature amplifier. The RTA on the left (dashed outline) is needed when
the maximum output power of the microwave generator is below minimum required
LO input power of the IQ mixer. Circuit symbols for the attenuators, the microwave
low-pass filter, and the DC blocks are the same as Figure 4.4.

4.4 Room-temperature electronics

The electronic system above the room-temperature plate of the dilution refrigerator

is assembled with commercial devices and cables, for generating and analyzing pulsed

microwave signals.
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4.4.1 Pulsed signal generation

The circuit diagram for arbitrary-shape microwave pulse generation used in our exper-

iments is shown in Figure 4.5. Four different models of microwave generators—Vaunix

Lab Bricks LMS, SignalCore SC5511A, Agilent N5183A MXG, and Agilent E8267D

PSG—have been used to generate the continuous-wave (CW) microwave carrier sig-

nals with various frequency ranges, power ranges, and noise levels. Two generations

of equipment were employed to generate the arbitrary-shape analog modulator signals

and their synchronized digital marker signals—

(i) In the cavity attenuator experiment, they were produced by a Tektronix 5014C

arbitrary waveform generator (AWG) with 14-bit digital-to-analog converters

(DAC) and sample rates up to 1.2 giga-samples per second (GS/s).

(ii) In the Π-mon experiment, we used an Innovative Integration X6-1000M field-

programmable gate array (FPGA) board (12-bit DAC with sample rates up to

1 GS/s) connected to a VPXI-ePC controller.7

The signals generators are synchronized through a 10 MHz external clock, provided

by a rubidium (Rb) atomic frequency standard (Stanford Research Systems FS725).

The analog modulation occurs in a double-balanced IQ mixer. Small attenuators

(typically 3 dB) are connected to the mixer ports to suppress reflected signals due

to impedance mismatch. The output noise of the room-temperature semiconductor

microwave amplifier is first suppressed by a low-pass filter and then by a high-speed

microwave switch controlled by the digital marker signal. Finally, the power of the

pulsed signals can be monitored by a spectrum analyzer (Signal Hound SA124B or

7See Appendix D of Reinhold [2019] for a high-level introduction to the hardware and software
of the FPGA quantum controller.
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Agilent EXA N9010A) after a directional coupler (not shown in the diagram), before

sent to an input line of the dilution refrigerator (see Figure 4.4).

When it comes to power efficiency, the method of single-sideband (SSB) modula-

tion displays the advantage of concentrating the drive power at one single frequency.

This is achieved by fine-tuning the DC offset of the IQ signals as well as their ampli-

tude ratio and phase difference to suppress the residual output signals at the frequen-

cies of the carrier and the opposite sideband. In practice, the lower sideband (LSB)

is used to drive the qubit such that the carrier and upper sideband (USB) leakages

are far detuned from the higher transitions of the transmon. By default, the sideband

detuning is set to be 50 MHz in our following experiments.

IQ modulator signals with Gaussian envelopes are used to produce qubit control

pulses. Moreover, the pulse-shaping technique also found its application in acceler-

ating the photon population and depletion of the readout cavity for optimized qubit

measurement times [Bultink et al., 2016, 2018; Jeffrey et al., 2014; Liu et al., 2014;

McClure et al., 2016; Touzard et al., 2019].

4.4.2 Microwave signal detection

The analysis of output readout signals from the cryostat is assisted by a superhetero-

dyne microwave interferometer as depicted in Figure 4.6. A microwave generator is

fixed at the readout frequency fRO, whose output after the same type of high-speed

microwave switch used in the pulse generation circuit (Figure 4.5) is delivered to

the cryogenic input line as the square microwave readout pulse to interrogate the

transmon. In the meantime, the continuous-wave (CW) output from a second mi-

crowave generator—set at the frequency fRO +fIF—is mixed with the fRO to yield an
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intermediate-frequency (IF) reference signal at fIF.8 On the other arm, measurement

signals from the cryostat is first amplified by a (chain of) room-temperature low-noise

amplifier(s),9 and then mixed with the CW signal at fRO + fIF to down-convert the

measurement signals to the IF band. The IF measurement and reference signals are

sent to band-pass filters, IF amplifiers (Stanford Research Systems SR445A), and

analog-to-digital converters (ADC) for demodulation and processing in the digital

domain.

Two generations of ADCs were paired with the DACs mentioned in the previous

subsection—

(i) The cavity attenuator experiment employed an AlazarTech ATS9870 two-channel

8-bit digitizer with a sampling rate at 1 GS/s (input peak-to-peak voltage range

between 200 mV to 4 V).

(ii) In the Π-mon experiment, the two ADC channels are integrated into the In-

novative Integration X6-1000M FPGA card (12-bit, 1 GS/s sampling rate, and

1 V peak-to-peak voltage at maximum).

Hence in these measurement systems, 1 V is the typical scale for voltage signals

showing “classical distinguishability.” The experimental setup described in Figures 4.4

and 4.6 constitute the “meter” as in the qubit–meter model of quantum measurements

explained in Chapter 2.

8By default, fIF = 50 MHz is fixed in our experiments. Accordingly, the frequency span of the
IF band-pass filters is 41–58 MHz.

9In our setup, we use a MITEQ AMF-5F low-noise amplifier with a 39 dB gain between 4–12
GHz and a noise temperature Tn = 124 K.
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Figure 4.6: Superheterodyne microwave interferometer and digitization circuits. The
signal generator, attenuator, filter, switch, clock, and DC block symbols are the same
as in Figure 4.5. The two microwave generators (blue) at the frequencies fRO and
fRO + fIF respectively are each connected to a two-way (50/50) Wilkinson power
divider [Wilkinson, 1960]. Besides “L” and “R”, the “I” in the mixer symbol stands for
its intermediate frequency (IF) port. The room-temperature circulator with a 50 Ohm
resistive terminator on its third port imposes the directionality of the signal flow. DR:
dilution refrigerator. RTA: room-temperature amplifier at microwave frequencies. A
second RTA (dashed outline) is needed only when the gain of the first RTA is not
sufficient for the demodulation of the measurement signals. The two small triangular
symbols without text represent IF amplifiers. ADC: analog-to-digital converter. PC:
personal computer.
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4.5 Control and simulation software

The room-temperature electronic instruments mentioned in the previous section are

controlled through their application programming interface (API) using the Python

programming language. For the measurement system based on the Tektronics AWG

and the AlazarTech digitizer, the software package qrlab is employed to control the

pulsed signal generation and detection. The Innovative Integration FPGA system is

loaded with the Yngwie quantum controller [Reinhold, 2019]. The integration of signal

generators and digitizers has enabled more versatile control operations, especially

concerning high-speed feedback that is central to active qubit-state preparation and

measurement-based quantum error correction.

In the design phase of a circuit QED experiment, the 3D electromagnetic simula-

tion software based on the finite element method (FEM)—Ansys HFSS and Maxwell—

is used for the linear eigenmode and driven modal analysis of the superconducting

artificial atoms/molecules and microwave cavities. AWR Microwave Office is used for

analyzing linear lumped-element circuit models in the design of Josephson quantum-

limited amplifiers.

The nonlinear simulation of circuit QED modules given their linear simulation

results and Josephson junction parameters is assisted by the Python-based software

package pyEPR in which the energy-participation ratios (EPR) of nonlinear circuit

elements—Josephson junctions—are employed to numerically compute the effective

quantum Hamiltonian of the Josephson circuits [Minev, 2018; Minev et al., 2021a].

In this chapter, I have presented a concise introduction to the essential elements

for performing a circuit QED experiment in a low-temperature physics laboratory.

Notably, the experimental system features a hybridization of knowledge and methods

from a number of different disciplines of physical science and engineering. Moreover,



4.5. Control and simulation software 122

the combination of homemade and commercial devices, equipment, and software ex-

emplifies the need for technological creativity—in addition to fundamental physics

insights—in quantum engineering research. In the end, it is worth remarking on the

highly empirical and technical nature of these experimental methods—rather than

having been cast into a stable system of knowledge, the frontier of quantum tech-

nology is being known for its high-frequency updates thanks to expanding research

and development activities from both the academic and industrial communities. Cer-

tain fragments of this chapter—at both the hardware and software levels—are going

to be modified or replaced in the arriving years by the new standards. With these

being said, the basic principles of microfabrication, cryogenic engineering, electromag-

netic design, microwave signal processing, and high-level system control will remain

instructional to quantum electrical engineering as well as related research fields.



Chapter 5

Cavity Attenuator:
Protecting Quantum Information
from Thermal Electromagnetic Noise

And first, we desire that the Instances we have
given you of the Contingency of Experiments
may make you think your self oblig’d to try
those Experiments very carefully, and more
than once, upon which you mean to build con-
siderable Superstructures either theorical or
practical, and to think it unsafe to rely too
much upon single Experiments . . .

Robert Boyle [1661]

The past two decades have witnessed an exponential increase in the coherence

times of superconducting qubits [Devoret and Schoelkopf, 2013; Kjaergaard et al.,

2020]. Major breakthroughs have been driven by novel circuit designs and operations

such as biasing a charge qubit at its charge-noise-insensitive point [Cottet, 2002; Vion

et al., 2002], shunting the Josephson junction with a capacitance to suppress noise in

charge-based [Koch et al., 2007; Schreier et al., 2008] and flux-based qubits [Steffen

et al., 2010; You et al., 2007], and shunting the Josephson junction with a superin-

ductance to eliminate offset charge fluctuations in a fluxonium qubit [Manucharyan

et al., 2009b]. Moreover, in the circuit QED architecture [Blais et al., 2004; Wall-

raff et al., 2004], it has been well understood that the readout cavity modifies the
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electromagnetic environment of the qubit and can thus affect qubit coherence [Esteve

et al., 1986; Houck et al., 2008]. In recent years, for transmon qubits embedded in 3D

microwave cavities [Paik et al., 2011], energy relaxation times T1 > 100 µs have been

frequently observed [Dial et al., 2016; Minev et al., 2019; Narla et al., 2016; Ristè

et al., 2013]. However, in these experiments, transmon coherence times T2 are often

much shorter than 2T1, indicating qubit coherence is predominantly limited by pure

dephasing. An outstanding question in this field is whether the upper limit T2 → 2T1

can be reproducibly obtained in long-lifetime superconducting qubits.1

In this chapter, I will report the design and implementation of a new type of

resonant microwave attenuator based on a cavity realized by a section of dissipative

waveguide, which aims at reducing the residual thermal photon population in circuit

QED systems such that the limit of T2 → 2T1 can be approached in practice. The

non-superconducting metal cavity is seamless and machined by conventional tech-

niques without any material growth or microfabrication processes. By coupling it

to a transmon–cavity system, we consistently measured enhanced coherence times

on two qubits in multiple cooldowns, and obtained record-breaking pure dephasing

time Tφ and n̄th at the base temperature, leaving qubit coherence solely limited by

energy relaxation. Given its simple design and reliable performance, this cold cav-

ity attenuator will provide a useful addition to the state-of-the-art quantum circuit

toolbox.

The materials in the following sections are organized in the logical order: I will

first explain, in Section 5.1, the advantage of distributed-element resistive systems over

lumped-element ones with respect to the realization of well-thermalized dissipative

reservoirs at low temperatures. Based on this idea, in Section 5.2, I will introduce

the design principles, material selections, machining techniques, and test results of

1See Equation (3.61) from Section 3.3.
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the resonant cavity attenuators. Then I will analyze the measurement system of a

cold cavity attenuator coupled to a standard circuit QED module in Section 5.3.

The experimental data of qubit coherence times and the cavity thermal population

measurements will be presented in Sections 5.4 and 5.5. I will conclude in Section

5.6 with the implications of these measurement results and discuss a few proposed

methods to improve the versatility of cavity attenuators in superconducting quantum

circuit experiments.

5.1 Electromagnetic attenuation: lumped-element

versus distributed-element circuits

One of the main dephasing channels that limit T2 in the circuit QED system is the

residual thermal photon population in the readout cavity [Bertet et al., 2005a,b; Clerk

and Utami, 2007; Sears et al., 2012; Yan et al., 2018, 2016; Yeh et al., 2017]. In the

dispersive coupling regime, due to the AC Stark effect, fluctuations in the thermal

photon number of the cavity cause random shifts of the qubit transition frequency

and thus contribute to qubit dephasing [Gambetta et al., 2006; Schuster et al., 2005].

In the limit of average thermal photon number n̄th � 1, the induced dephasing rate

is proportional to n̄th as given by Equation (3.59):

Γth
φ =

n̄thκcχ
2
tc

κ2
c + χ2

tc

, (5.1)

where κc is the cavity linewidth, and χtc is the dispersive shift of the qubit frequency

per cavity photon. Theoretically, for a 7.5 GHz cavity mode at 20 mK, n̄th is expected

to be on the order of 10−8. However, the values of n̄th estimated from measurements of

Γth
φ in recent experiments range from 6×10−4 to 1.5×10−1, corresponding to effective

mode temperatures between 55 mK and 140 mK [Goetz et al., 2017; Rigetti et al.,



5.1. Electromagnetic attenuation: lumped- vs. distributed-element circuits 126

2012; Suri et al., 2013; Yan et al., 2018, 2016; Yeh et al., 2017]. Understanding the

origin of excess thermal photons and reducing n̄th are therefore crucial to enhancing

the qubit coherence times and reliably achieving T2 → 2T1.

One major source of the excess n̄th is the coupling of the cavity mode to the input

and output ports. This coupling opens a channel for low-temperature components in

the microwave wiring to affect the thermal population of the cavity mode. Examples

include commercial cryogenic attenuators, filters, and isolators. These components

and the Teflon insulator in the coaxial cables are difficult to thermalize to the mixing

chamber stage of the dilution fridge. Attenuators are particularly important in this

regard since they are the dominant dissipation sources in the wiring of a cryostat and

ideally form the bath that thermalizes the readout cavity modes. Insulators inside

commercial cryogenic attenuators have poor thermal conductivities at low tempera-

tures as do their stainless-steel packages. Lately, thermal anchoring of attenuators

has been improved by replacing these materials with better thermal conductors and

redesigning the circuit layout [Yeh et al., 2017]. Nevertheless, a fundamental restric-

tion in performance arises from the lumped element thin-film resistive network that

these attenuators are made of.

An explanation of this challenge and its solution are shown in Figure 5.1. In a

lumped element resistor, the electric and heat currents are parallel to each other, as

presented in Figure 5.1(a). Given a certain electrical resistance, the order of magni-

tude of its thermal resistance due to electronic degrees of freedom is subject to the

constraint imposed by the Wiedemann–Franz law [Ashcroft and Mermin, 1976].

For instance, a 50 Ω resistor at 20 mK should have an electronic thermal resistance

on the order of 108 mK/µW. Therefore, microwave attenuators at low temperatures

are primarily thermalized through electron–phonon interaction and phonon transport

[Roukes et al., 1985; Wellstood et al., 1994]. However, this phonon mechanism suffers

from a bottleneck since very few phonons are present at millikelvin temperatures.
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(a) (b)

je je

jejh

jh

jh

E E

B

B

Figure 5.1: Comparison of the electromagnetic fields outside and currents inside (a)
a lumped element resistor and (b) a dissipative waveguide section (TE mode). Blue
and green arrows indicate electric field ~E and ~B magnetic field lines, while yellow and
red arrows indicate electric current ~je and heat current ~jh.

Numerical simulations show that under microwatt input powers, the temperature dif-

ference inside the resistive network of the attenuator can easily reach 100 mK [Yeh

et al., 2017]. Whereas it may be reduced by proper choice of materials and circuit

layout, thermalizing all materials to 20 mK may be fundamentally impossible, since

some thermal gradient is necessary to produce a sufficient phonon heat current.

To overcome this fundamental challenge, we would prefer to use electrons in a

Fermi degenerate system to conduct heat, since electronic excitations are always

present at low temperatures. We thus consider an alternative dissipation source for

microwave radiation—the normal metal walls of a waveguide section. As shown in

Figure 5.1(b), in a dissipative waveguide, electric current mainly flows within the skin

depth of the wall, while heat is conducted by electrons into the bulk metal, perpen-

dicular to the electric current. In principle, such a distributed structure, if made of a

good thermal conductor, can realize an improved cold black body radiation environ-

ment at microwave frequencies, which is the goal of our work.
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Port 2Port 1

a,c2a,c1

a,i

Figure 5.2: Near-resonant circuit model of a dissipative cavity (orange) capacitively
coupled to two transmission lines (Ports 1 and 2). Parameters κa,i, κa,c1, and κa,c2

stand for the intrinsic dissipation and the external coupling linewidths through the
two ports, respectively.

5.2 Design and test of cavity attenuators

Most commercial cryogenic attenuators have more than 10 GHz bandwidth. However,

microwave pulses for qubit control and measurement are centered only around certain

frequencies, and thus only narrowband attenuation is required. This forms the basis

for the idea of attenuating quantum signals with a dissipative cavity. For instance, to

protect a readout cavity at frequency fr with ∼ 1 MHz linewidth from excess photon

noise, we would like to supplement commercial attenuators with a cavity attenuator.

Such a cavity attenuator should: (i) be centered around fr, (ii) provide 10–20 dB

attenuation on resonance, and (iii) have 10–50 MHz bandwidth, which is an order of

magnitude broader than the linewidth of the readout cavity (1–5 MHz). In addition,

it should be made of a low-temperature-compatible normal metal, such as brass or,

what is even better, oxygen-free high-thermal-conductivity (OFHC) copper.

Designing a microwave cavity that can be well thermalized to millikelvin tem-

peratures and has a 10–50 MHz internal dissipation rate (internal quality factor

Qa,i ∼ 500) is a challenging task, since good thermal conductors also have low elec-

trical conductive loss. In general, the quality factor of an electromagnetic resonator
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1 mm

Waveguide
flange holes
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Bulk material:
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9.4 mm
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Figure 5.3: Drawing of a resonant cavity attenuator. The wire electrical discharge
machining (EDM) cutting slot is highlighted in orange. A sealing grove—similar to
that in Figure 4.2—is reserved for a circle of thin indium wire. The lower panel
depicts a zoomed-in profile view of the thin-gap seamless cavity area (gray shadow),
on the right of which is an enlarged, real-color optical micrograph. In this example,
the cavity attenuator is made of brass (alloy 260) with a 0.3 mm gap.
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is proportional to the average electromagnetic field energy stored in the resonator

divided by the energy dissipation per cycle—

Qa,i = 2π
Estore

Ei,loss

= ωa
Estore

Pi,loss

, (5.2)

in which Ei,loss and Pi,loss denotes the energy per cycle and power of internal dissi-

pations, respectively [Pozar, 2012]. Therefore, given the resistivity of the material,

the quality factor due to the conductive loss of a 3D cavity resonator is approxi-

mately inversely proportional to its surface-to-volume ratio. An order-of-magnitude

estimate shows that the smallest dimension of our brass or OHFC copper dissipative

cavity must be in the submillimeter range. Furthermore, as illustrated in Figure 5.2,

when the dissipative cavity is coupled to two microwave ports, its on-resonance power

transmission is given by

|S21|2 =
4κa,c1κa,c2

(κa,i + κa,c1 + κa,c2)2
, (5.3)

where κa,i and κa,c1,2 are the internal dissipation and external coupling rates. An

attenuation around 10–20 dB requires κa,i/10 ∼ κa,c1, κa,c2, which means the cavity is

under-coupled to its external couplers.

Figure 5.3 shows a particular physical realization satisfying all these requirements.

It is a single-piece brass (260 alloy) block fabricated using wire electrical discharge

machining (EDM) [Ho et al., 2004].2 Such a design eliminates seams and therefore

their associated loss [Brecht et al., 2017, 2015]. Its external dimensions match those

of the commercial WR-102 waveguides. In addition, it can be directly thermalized

to the mixing chamber of a dilution refrigerator through copper braids. As sketched

2The wire EDM cutting of the cavity attenuator devices used in this experiment was performed
by the Gibbs Machine Shop at Yale University and the Advanced Research Corporation (ARC).
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Figure 5.4: Transmission spectroscopy of the cavity attenuator measured with a vector
network analyzer (VNA) at the room temperature. The waveguide couplers on both
sides have κa,c1, κa,c2 ≈ κa,i/10. The transmission peak centers at 7.52 GHz with a
14 dB insertion loss. The reflection loss of the cavity attenuator is 2 dB on resonance
(not shown in the figure). Combining transmission and reflection measurements, we
extracted κa,i/2π = 54 MHz.

in the lower panel of Figure 5.3, the cavity is rectangular, apart from a cylindrical

hole in the middle for initializing the wire EDM cutting. Due to the open boundary

condition at both coupling ports, the electromagnetic field in the fundamental mode

is non-uniform only in the longest dimension that is 22 mm in this device and sets

the mode frequency. The 0.3 mm gap sets the internal dissipation rate of the cavity

due to conductive loss. The room-temperature characterization of the cavity with a

calibrated vector network analyzer (VNA) is shown in Figure 5.4.

Based on this design, we fabricated cavity attenuators with different materials

and gap sizes. Parameters of three representative devices are listed in Table 5.1.

For cryogenic measurements, the temperature of the attenuator block reached 15 mK

as verified by 60Co nuclear orientation thermometry. As can be seen in the table,

cavity frequencies increase due to the thermal contraction of metal materials at low

temperatures; in the meantime, phonon vibrations freeze out, which increases the
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Material Brass Copper Copper

Gap (mm) 0.3 0.13 0.08

T = 296 K
fa [GHz] 7.52 7.68 7.68

κa,i/2π [MHz] 54 62 69

T = 15 mK
fa [GHz] 7.67 7.75 7.79

κa,i/2π [MHz] 44 24 19

Table 5.1: Resonant frequency fa and internal dissipation rate κa,i of three cavity
attenuators measured through reflection and transmission spectroscopies at the room
temperature (296 K) and 15 mK, respectively.

metal conductivities and reduces the cavity dissipation rates. For brass—a copper–

zinc (Cu–Zn) alloy material—κa,i is reduced by about 20%. For OFHC copper, κa,i

is reduced by around a factor of three, indicating a ten-fold increase in electrical

conductivity. Note that this value is smaller than the DC residual resistivity ratio

(RRR) of OFHC copper because of the anomalous skin effect, which appears

when the mean free path of the metal is longer than the wavelength of the RF probe

signal [Chambers, 1950; Pippard, 1947, 1954]. The dissipation rates of copper cavity

attenuators are limited by the smallest diameter of the EDM cutting wires that our

machine shops had access to.

5.3 Coupling the cavity attenuator to the circuit

QED system

The cavity attenuator is designed to be installed at the signal port of the standard

circuit QED module in the dispersive regime. The detailed low-temperature wiring

diagram is shown in Figure 5.5. The assembly drawing of the coupled system is

shown in Figure 5.6, whose corresponding near-resonant circuit model is depicted
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Figure 5.5: Cryogenic wiring diagram of the cavity attenuator experiment. Here the
basic circuit symbols are the same as those in Figure 4.4. The coupled cavities—
wrapped by three layers of aluminized boPET (Mylar) films—are housed in a high-
magnetic-permeability mu-metal magnetic shield with an epoxy-and-carbon-coated
copper wrap attached inside. The color codes for the cavity attenuator, readout
cavity, and transmon artificial atom are the same as in Figure 5.7. The orange belt
stands for the direct thermal link between the mixing chamber (MC) plate and the
cavity attenuator. Nb–Ti superconducting coaxial cables are colored in blue. The
four line at the top of the dilution refrigerator, from left to right, are for (1) ancillary
transmon drive, (2) readout input and transmon drive, (3) readout output, and (4)
parametric amplifier pump. The leftmost input line—terminated by a 50 Ω load at
the room temperature—is weakly coupled to the aluminum readout cavity (with a
coupling quality factor on the order of 106), and is connected only in the control
experiment described in Section 5.4. Its connection to the readout cavity is thus
represented using a dashed line. The SNAL parametric amplifier (SPA)—also shown
in a dashed box—was installed in selected data-collecting cycles and operated in the
phase-preserving mode. The parametric pump of the SPA was delivered through a
20 dB directional coupler to the same port as readout signals. The DC current line
for the SPA magnet is not shown in this diagram.

in Figure 5.7. A cavity attenuator is connected to the coupling aperture of the

aluminum readout cavity housing a transmon qubit. Microwave measurement of the

coupled cavities can be performed in reflection. This configuration provides maximum

protection against incident photon noise—the transmon is not directly exposed to any

excess radiation coming from the transmission lines. Consequently, thermal-photon-

induced qubit dephasing can be studied in detail. However, this configuration also

degrades the measurement signal-to-noise ratio because the readout signal has been

attenuated before being amplified by the output chain. For instance, a dissipative

cavity with a 10 dB on-resonance attenuation at the readout port necessarily imposes

a factor of ten reduction on the total measurement efficiency, given other conditions
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coaxial-cable coupler

Coupling aperture

Readout cavity
(two halves)

Cavity attenuator

(1 cm)3
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Figure 5.6: Assembly drawing of the cavity attenuator coupled to a 3D circuit
QED module. The external dimensions of the system are delineated by the black
lines, while the colored drawing displays the internal structure as used in the finite-
element-method based (FEM) electromagnetic simulation software (Ansys HFSS).
Blue: aluminum readout cavity. Orange: brass or copper cavity attenuator and the
waveguide-to-coaxial-cable coupler, home-designed with a cross-section matching that
of the WR-90 waveguide (22.86 mm×10.16 mm). The coupling aperture between the
readout cavity and the cavity attenuator is depicted in the zoomed-in cross-section
drawing in the upper-left corner (enclosed by the red box). The dimensions of the
wire EDM cavity (partly shown in the background of this profile drawing) has been
described in Figure 5.3. The sapphire chip is colored in green, on which sits a stan-
dard transmon sample (see Figure 4.1). The system is measured in reflection through
the subminiature version A (SMA) coaxial transmission line connected to the pin
coupler on the waveguide adapter.
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gtc
r,c

r,i

Figure 5.7: Resonant circuit model of a cavity attenuator (orange, “a”) coupled to a
standard circuit QED module consisting of a transmon artificial atom (green, “t”) ca-
pacitively coupled to a superconducting readout cavity (blue, “c”). The linear coupling
strength between the transmon and the superconducting readout cavity is denoted
again using gtc. The internal dissipation rate to the cold reservoir and the external
coupling rate to the transmission of the hybridized readout mode (“r”) between the
superconducting readout cavity and the dissipative cavity attenuator are labeled as
κr,i and κr,c, respectively.

of the output chain being the same. This problem could be solved by in situ quantum

limited amplification, which will be discussed in Chapter 6.

It is worth noting that one of the ideas behind our experiment—introducing a

cold dissipation source in the path of quantum signals—is similar to what has been

introduced in Rigetti et al. [2012]; alternatively, the qubit dephasing can also be

suppressed by reducing the coupling rate of the readout cavity to the output line

[Sears et al., 2012]. Compared to these strategies, our two-cavity modular approach

provides more flexibility in experimental design. In addition, the cavity attenuator

filters out off-resonance radiation and thus further suppresses the radiative decay of

the qubit [Esteve et al., 1986; Houck et al., 2008], acting as an effective Purcell filter

[Reed et al., 2010a].

The two coupled linear resonant cavity modes—one in the cavity attenuator and
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the other in the aluminum readout cavity—form two uncoupled eigenmodes after

hybridization. Both of them are linearly coupled to the transmon and can thus be

used for the qubit readout. Using the notations explained in the caption of Figure

5.7, if one of the hybridized readout modes is denoted by the bosonic operator r̂, its

dynamics is governed by the Heisenberg–Langevin equation—

˙̂r = −i
(
ωr − χtrt̂

†t̂
)
r̂ − κr

2
r̂ +
√
κr,c r̂in,c +

√
κr,i r̂in,i, (5.4)

in which ωr is the hybridized readout mode frequency; χtr is the dispersive frequency

shift between the transmon and the readout mode; κr = κr,i +κr,c is the total readout

mode linewidth.

In the absence of any signal inputs, the population of the readout mode is sub-

ject to the thermal fluctuations of the internal dissipation and external coupling

reservoirs—

〈r̂†in,i(t) r̂in,i(t
′)〉 = n̄th,iδ(t− t′), (5.5)

〈r̂†in,c(t) r̂in,c(t
′)〉 = n̄th,cδ(t− t′), (5.6)

or equivalently expressed in the frequency domain—

〈(r̂in,i[ω])† r̂in,i[ω
′]〉 = 2πn̄th,iδ(ω − ω′), (5.7)

〈(r̂in,c[ω])† r̂in,c[ω
′]〉 = 2πn̄th,cδ(ω − ω′), (5.8)

if the Fourier transform of an operator Ô is defined as

Ô[ω] =

∫
Ô(t)eiωt dt. (5.9)

In the above equation, the average thermal photon populations of the internal and



5.3. Coupling the cavity attenuator to the circuit QED system 138

external reservoirs are denoted by n̄th,i and n̄th,c, respectively. Therefore, one can

write the thermal photon population in the readout mode—

n̄th = 〈r̂†(t)r̂(t)〉 =
1

(2π)2

∫∫
〈(r̂[ω])† r̂[ω′]〉 ei(ω′−ω)t dω dω′. (5.10)

In the absence of transmon dynamics, Equation (5.4) can be solved in the frequency

domain—

r̂[ω] =

√
κr,c r̂in,c[ω] +

√
κr,i r̂in,i[ω]

κr
2
− i(ω − ωr)

, (5.11)

and hence Equation (5.10) can be computed as

n̄th =
1

2π

∫
n̄th,cκr,c + n̄th,iκr,i

κ2r
4

+ (ω − ωr)2
dω =

n̄th,cκr,c + n̄th,iκr,i

κr

. (5.12)

This result is intuitively simple: the average thermal population of the readout

mode is the weighted average of the thermal populations of its internal and external

reservoirs. Therefore, to reduce 〈r̂†(t)r̂(t)〉 in the presence of a finite n̄th,c due to the

residual thermal population in the cryogenic microwave circuitry, it is desirable that

n̄th,i � n̄th,c and meanwhile κr,i � κr,c—namely, the readout mode is under-coupled

to the external transmission line while being cooled by a well-thermalized internal

reservoir.

We measured the 0.3 mm-gap brass cavity attenuator—described in the previous

section—coupled to a transmon–aluminum readout cavity system. As presented in

Figure 5.8, the reflected signal off the coupled system, measured using a VNA, shows

two hybridized modes centered at 7.573 GHz and 7.719 GHz. Using the measured

trace, we estimated using two-mode spectroscopy fitting that the mode centered at

7.57 GHz participates 79% in the aluminum cavity and 21% in the brass cavity, while
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Figure 5.8: Reflection spectroscopy of a cavity attenuator coupled to a circuit QED
module. The blue and orange colors show the relative participation of the aluminum
readout cavity and the brass cavity attenuator, respectively. Among the two hy-
bridized modes, the one with a lower resonant frequency and a larger participation in
the aluminum cavity is employed as the readout mode in the following measurements.

the mode centered at 7.719 GHz participates 21% in the aluminum cavity and 79% in

the brass cavity. We then used the mode at 7.573 GHz to readout the qubit since it

participates more in the aluminum cavity and thus has a larger dispersive shift. The

ratio of internal dissipation to external coupling for this readout mode is estimated

to be κr,i/κr,c ≈ 6. In our experimental system, n̄th,i � n̄th,c since the brass cavity is

in thermal equilibrium with the mixing chamber. Therefore, we obtain the residual

thermal population of the readout mode to be n̄th ≈ n̄th,c/7, indicating 85% of residual

photons are dissipated in the cold cavity attenuator.

5.4 Improving qubit coherence times

We tested the performance of these cavity attenuators by coupling them to a circuit

QED system and measuring the qubit coherence properties while varying the mixing
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Figure 5.9: Qubit coherence times with and without cavity attenuators. (a) Energy
relaxation time T1, (b) Hahn echo decoherence time T2H, and (c) T2H/2T1 with and
without cavity attenuators were measured with variable TMC—the temperature of the
mixing chamber of the dilution refrigerator. All the data are collected on transmon
A. Error bars include both the measurement imprecision and the fluctuation of T1

over the data acquisition time of one hour. Red circles: no attenuator. Yellow circles:
aluminum cavity attenuator with a 0.08 mm gap. Blue circles: brass cavity attenuator
with a 0.3 mm gap. Green circles: copper cavity attenuator with a 0.08 mm gap.
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Transmon f 01
t [GHz] Kt [GHz]

A 4.75 0.25

B 5.09 0.25

Table 5.2: The 0–1 transition frequency f 01
t and anharmonicity Kt = f 01

t − f 12
t of

the two transmon qubits (A and B) in this experiment, measured using the standard
two-tone and three-tone spectroscopy methods.

chamber (MC) temperature TMC of the dilution refrigerator. Energy relaxation time

T1 and Hahn echo decoherence time T2H were measured as a function of temperature

for two transmon–cavity systems, labeled A and B, coupled with brass and copper

cavity attenuators as well as without an attenuator. As a control experiment, we also

measured an aluminum cavity filter with identical dimensions to the copper attenuator

that however provides no attenuation on resonance. The transmon frequencies and

anharmonicities are listed in Table 5.2. Data taken on transmon A are shown in

Figures 5.9(a) and 5.9(b), with experimental conditions summarized in Table 5.3.

Each T1 and T2H data point is the average of ten measurements performed over the

course of around one hour.

From these results we can infer that cavity attenuators dissipate excess photons

in the readout mode and suppress photon-induced qubit dephasing. We see in Figure

5.9(b) that T2H for transmon A at base temperature is improved by more than a

factor of two with cavity attenuators and can exceed 220 µs. Meanwhile, Ramsey T2R

(not shown) was also improved from 28–35 µs without a cavity attenuator to 41–43

µs with the brass attenuator and 35–40 µs with the copper attenuator. The difference

between T2R and T2H indicates that low-frequency noise in our measurement setup

is causing qubit dephasing. However, since the dephasing due to residual thermal

photons cannot be filtered out by a single echo pulse [Sears et al., 2012], we use T2H
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Attenuator TMC = 25 mK

Material fr κr,i/2π κr,c/2π χtr/2π T2H/2T1 n̄th Teff Pe

[GHz] [MHz] [MHz] [MHz] [0–1] [≥ 0] [mK] [0–1]

None 7.573 n/a 16.5 1.5 0.72+0.12
−0.12 4×10−3 65 0.01

Aluminum 7.847 n/a 0.24 1.1 0.75+0.06
−0.06 1×10−3 55 0.01

Brass 7.573 11.4 1.9 1.2 0.98+0.02
−0.08 2×10−4 43 0.005

Cu 7.857 7.1 0.9 1.1 1.00+0.00
−0.12 2×10−4 44 0.04

Table 5.3: Frequency fr, rates κr,i and κr,c of the readout mode, dispersive shift χtr,
T2H/2T1, estimated upper bounds of n̄th and Teff at TMC = 25 mK, and transmon
excited-state population Pe for each experiment in Figure 5.9. The values of κr,i

for the experimental rounds without an attenuator and with an aluminum filter are
below fitting errors. The wire-EDM-cutting gaps of the aluminum, brass, and copper
cavities are 0.08 mm, 0.3 mm, and 0.08 mm, respectively.

to inform us about the effect of the cavity attenuator on the residual thermal photon

population.

An important figure of merit to quantify qubit dephasing is the dimensionless

value T2H/2T1 = Tφ/(Tφ + 2T1), which is close to its unity upper limit when the

dephasing time satisfies Tφ � T1. As shown in Figure 5.9(c), at base temperature

we measured T2H/2T1 = 0.98 (+0.02/−0.08) with the brass attenuator. This ratio

is 1.00 (+0.00/−0.12) with the copper attenuator.3 In both experimental rounds,

the average Tφ is close to 10 ms, much longer than T1, indicating qubit coherence

is limited by relaxation rather than pure dephasing. If we attribute all the qubit

dephasing to the residual thermal photon population in the fundamental mode of the

readout cavity, according to Equation (5.1), the upper bound of n̄th is estimated to

3Here the error bars are asymmetric because T2H/2T1 cannot exceed 1 in principle.
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be on the order of 10−4, corresponding to an effective mode temperature of Teff ≤ 40–

45 mK. As a comparison, in the absence of cavity attenuators, transmon A in the

same measurement setup has Tφ ≈ 0.3 ms and T2H/2T1 = 0.72 ± 0.12, indicating

n̄th ≤ 4 × 10−3 and Teff ≤ 65 mK. The transmon excited-state populations in these

experiments were measured with the three-tone protocol reported in Geerlings et al.

[2013]. The results are listed in Table 5.3.

To verify the efficacy of these cavity attenuators, we further performed two con-

trol experiments. First, in the same geometry as the 0.08 mm-gap copper attenuator,

we machined an aluminum cavity. It becomes a lossless cavity filter below 1 K and

thus should leave the thermal photon population of the readout mode unchanged. By

coupling it to transmon A and performing the same temperature-dependent measure-

ments, we acquired the yellow circles in Figure 5.9. At TMC = 25 mK, we measured

T2H/2T1 = 0.75±0.06, indicating n̄th ≤ 1×10−3 and Teff ≤ 55 mK, which are between

the no-attenuator and brass/copper-attenuator results. Therefore, we conclude that

the enhancement of qubit coherence in our cavity attenuator experiments is not only

due to lossless filtering, which rejects the incoming thermal photons that would pop-

ulate the higher modes of the readout cavity. Dissipation is necessary for reducing

high-frequency dephasing noise caused by residual thermal photons in the readout

mode.

As a second control, we repeated the copper-attenuator experiment but added to

the aluminum readout cavity a copper coaxial cable coupler with coupling rate to the

readout mode around 5 kHz� κc, κi. This input line with 70 dB cold attenuation was

terminated by a 50 Ω load at room temperature (see Figure 5.5). At TMC = 25 mK,

we observed T1 = 100± 8 µs, T2H = 171± 10 µs, and obtained T2H/2T1 = 0.86± 0.09,

n̄th ≤ 1× 10−3, corresponding to Teff ≤ 55 mK (data not shown in the Figures). We

conclude that even a weakly coupled port has non-negligible contribution to qubit

dephasing if it is not directly thermalized to the mixing chamber. Based on this and
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Figure 5.10: Repeatability test for qubit coherence time improvements. The consis-
tency of T2H/2T1 across multiple samples and cooldowns when the qubits are protected
by the 0.3 mm brass cavity attenuators has been verified. For transmon B, its energy
relaxation time T1 ≈ 50± 10 µs when TMC ≤ 100 mK.

other experiments in our lab, we suspect—in particular—that the Teflon in the coaxial

cable is a source of excess photons. Therefore, to achieve the best qubit coherence,

ideally every coupling port on the readout cavity should be properly protected by a

cold cavity attenuator.

We tested the consistency of the performance of cavity attenuators by conducting

experiments on the two transmons A and B in multiple cooldowns. Plotted in Fig-

ure 5.10 are results with 300 mm-gap brass attenuators. These two cooldowns were

separated by five months during which time the attenuators were removed from the

setups. For both qubits, temperature-dependent measurements showed good repro-

ducibility on T2H/2T1, which is close to one on average and larger than 0.9 within one
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standard deviation at the base temperature. We believe that the reliable performance

of these attenuators arises from their well-understood material properties, geometric

structures, and fabrication processes.

5.5 Measuring thermal photon populations

Precisely measuring Tφ and n̄th becomes a challenging task when T2 ≈ 2T1, as the

fluctuation of T1 over time causes the error bar of Γφ = 1/Tφ to exceed the value of

Γφ itself. In order to mitigate the impact of the T1 fluctuation on the determination

of the residual n̄th at base temperature, we performed noise-induced dephasing mea-

surement on both transmons. Adopting a method similar to the one reported in Yan

et al. [2016] and Yan et al. [2018], we amplitude-modulated broadband white noise at

the IF frequency band (0–80 MHz in our situation) onto a continuous-wave microwave

signal at the hybridized readout frequency using an IQ mixing setup similar to the

chain shown in Figure 4.5: for white noise generation at RF frequencies, the IF noise

generators should replace the deterministic analog outputs of the arbitrary waveform

generator (AWG) at the mixer input ports, and the following preamplifier becomes

optional if sufficient noise power can be delivered to the circuit QED module so as to

induce significant qubit dephasing (see Section 3.3). The total average photon popu-

lation in the readout mode becomes n̄tot = n̄add + n̄th, in which n̄add is proportional

to the output power of the IF broadband noise generators. By measuring n̄tot as a

function of the added noise power. The experimental results are shown in Figure 5.11.

Finally, through linear regression, we obtained n̄th = 2 (+3/−2)× 10−4 for transmon

A and n̄th = 2 (+4/−2) × 10−4 for transmon B when they are protected by copper

cavity attenuators,4 corresponding to Teff ≤ 44 mK. These results are consistent with

4Here again the error bars of n̄th are asymmetric because the average thermal photon population
has to be non-negative.
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Figure 5.11: Noise-induced qubit dephasing measurement of the average thermal
population n̄th in the hybridized readout mode. Data are collected from (a) transmon
A protected by a 0.08 mm copper cavity attenuator, and (b) transmon B protected
by a 0.13 mm copper cavity attenuator. In each subfigure, T1 (blue squares) and T2H

(green diamonds) are plotted versus the average added thermal photon number n̄add.
The extracted values of Tφ (red circles) are shown together with the fitting results
(red curves). The purple shadows represent the error ranges of the linear regression
within one standard deviation.
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the order-of-magnitude estimate in Section 5.4, and lower than the values in two other

recent reports [Yan et al., 2018; Yeh et al., 2017] that also aimed at reducing n̄th in

circuit QED systems.

5.6 Conclusions and future directions

The results of our experiments have two important implications:

(i) Cavity attenuators can reproducibly reduce n̄th of the readout cavity by an

order of magnitude and extend T2H close to the 2T1 limit.

(ii) The improvement of qubit coherence by cavity attenuators will nonetheless be

impacted if the readout cavity has any direct coupling to the input and output

lines, even if the coupling is very weak.

Our experiment suggests that excess thermal photons inevitably come from the com-

mercial microwave components at the base temperature plate of the dilution refrig-

erator. Consequently, cavity attenuators should be employed as a standard device to

create a cold black-body radiation environment for superconducting quantum circuits.

With these being said, two problems need to be solved before cavity attenuators

can have broader applications in circuit QED experiments:

(a) In the experiments reported in this paper, qubit control and readout tones

share the same coupling aperture protected by a cavity attenuator centered

near the readout frequency. As a result, qubit control pulses, which are by

2.5–3 GHz lower than the readout frequency—are mostly filtered out by the

resonant cavity, which slows down the qubit state manipulation. This can be

avoided by separating the qubit control and readout ports and protecting them

with cavity attenuators centered at different frequencies. More desirably, it is
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possible to design a multi-pole dissipative filter whose bandwidth covers a few

qubits simultaneously.

(b) In the current measurement setup, while excess thermal photons are dissipated

in the cold reservoir, the cavity attenuator also attenuates the quantum signals

at the sole port of the qubit readout cavity. Consequently, the measurement

signal-to-noise ratio is not sufficient for the high-fidelity single-shot dispersive

readout of qubit states. This problem can be addressed by moving the cavity

attenuator to other locations in the cryogenic microwave circuitry—for instance,

on the input line before the circulator, or at the output port of the quantum-

limited amplifier. However, it can be inferred from our control experiments

that these arrangements, while avoiding the extra attenuation of readout sig-

nals before the amplifier chain, will likely demonstrate less-than-ideal protec-

tions for the qubit compared to our experimental setup, by exposing the circuit

QED module to the residual thermal photons from the circulator array and

the microwave cables immediately connected to the readout cavity. Here we

are facing the general conflict between coherence/protection and controllabil-

ity/measurability in quantum information machines, which has been explained

in this dissertation as early as Section 1.2.

A compact solution to the above issue (b) demands an in-situ quantum-limited

amplification scheme inside the readout cavity, such that sufficient readout SNR can

be obtained despite the reduction in the measurement efficiency of the external output

line caused by the artificial cold dissipative device. In the next chapter, I will report

our latest work on implementing the intra-cavity amplification of qubit readout signals

through engineering multi-mode Josephson quantum circuits—namely, by inventing

a new superconducting artificial molecule—Π-mon, which integrates the qubit and
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the on-chip amplifier degrees of freedom. From complementary angles, the cavity

attenuator and the Π-mon artificial molecule are designed to assist the protection

and acquisition of quantum information in superconducting Josephson circuits. More

promises of their combination will be discussed in Chapter 7.



Chapter 6

Π-mon:
An Artificial Molecule for the
Intra-Cavity Amplification of
Qubit Readout Signals

What sort of information is an instrument ca-
pable of giving us? To what extent is what the
instrument gives us colored by the instrument
itself, or is the instrument capable of reveal-
ing to us something “independent of the in-
strument”? We would not have asked this last
question before the advent of quantum theory.
We now know that this is a very important
question indeed for a certain range of phe-
nomena, and that in this range instrument-of-
observation and object-of-observation cannot
be separated from each other.

Percy Williams Bridgman [1959]

As I have argued in the ending paragraph of the previous chapter, the introduction

of extra-cavity cold dissipative attenuators on the qubit readout circuitry is strongly

motivating the implementation of intra-cavity amplification schemes to retain the level

of measurement SNR required in a high-fidelity single-shot qubit readout. Meanwhile,

even in the standard circuit QED measurement setup (as shown in Figure 3.6), a

quantum-limited preamplifier inside the readout cavity will be able to recompense

150
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the quantum electrical signals for their parasitic losses before the external Josephson

parametric amplifier, which are—in practical systems—the leading constraint for the

nonideal measurement efficiency of the output chain. Following the general principles

summarized in Section 1.3.4, the physical realization of an intra-cavity preamplifier for

quantum measurements again requires dissipation-free nonlinear circuit elements, for

which Josephson junctions are the natural candidate. Moreover, this in-situ Josephson

preamplifier will allow quantum circuit engineers to redesign the coupling scheme

between the superconducting qubit and the microwave photons in the readout cavity,

so as to pursue more ideal qubit coherence properties and readout performance.

In this chapter, I will present our novel design and preliminary characterization

results of a superconducting artificial molecule—Π-mon, which integrates a transmon-

like qubit mode and a Josephson junction array to achieve the in-situ amplification

of quantum readout signals inside the circuit QED module. Following a brief review

of the key motivations for intra-cavity preamplifiers in Section 6.1, I will outline the

design principles of the Π-mon artificial molecule in Section 6.2 and analyze its circuit

model and Hamiltonian in Section 6.3. The measurement setup and experimental

parameters of our Π-mon sample will be introduced in Section 6.4. In the next

three sections, I will report our preliminary experimental results: Section 6.5 on the

nonlinear dynamics of the bright “preamplifier” mode; Section 6.6 on the coherence

properties of the dark “qubit” mode; and Section 6.7 on the demonstrations of the

intra-cavity gain and single-shot qubit readout. Finally, in Section 6.8, I will propose

upcoming experimental directions in the search for higher intra-cavity gains and lower

qubit measurement back-actions.



6.1. Preamble: purposes of intra-cavity preamplifiers 152

6.1 Preamble: purposes of intra-cavity

preamplifiers

Despite not currently being the most standard tool in quantum circuit experiments,

intra-cavity Josephson parametric preamplifiers for quantum measurements have been

present for nearly two decades, with which single-shot microwave readouts of super-

conducting qubits were realized prior to those using linear circuit QED measurement

systems. The earliest relevant example consists of a single driven Josephson junction

in its nonlinear bifurcation regime [Siddiqi et al., 2006b, 2005, 2004], which can be

dispersively coupled to a quantronium artificial atom and read out its qubit state

[Boulant et al., 2007; Siddiqi et al., 2006a], or be embedded in a microwave resonator

[Manucharyan et al., 2007] and read out the state of a quantronium [Metcalfe et al.,

2007] or transmon qubit [Mallet et al., 2009; Schmitt et al., 2014]. Similar principles

can be applied to read out a flux qubit by coupling it to a driven SQUID resonator in

its nonlinear bifurcation regime [Krantz et al., 2016; Lupaşcu et al., 2006, 2007]. In

two more recent experiments, a SQUID array is dispersively coupled to a transmon

with linear [Eddins et al., 2019] and cross-Kerr [Dassonneville et al., 2020] interactions,

respectively; both systems have demonstrated on-chip gains with the SQUID array

in the non-bifurcation regime, which in principle should cause fewer measurement-

induced qubit-state-transition events and preserve higher QND fidelities compared to

the bifurcated latching readouts reported in earlier works.

Figure 6.1 depicts a generic circuit QED measurement setup involving a pream-

plifier inside the readout cavity to enhance the level of qubit readout signals before

the external amplifier chain, which is composed of—in the standard order—a linear

quantum-limited Josephson parametric amplifier (QLA), a semiconductor cryogenic

low-noise amplifier (CLNA), and more semiconductor room-temperature amplifiers

(RTA). Among those experiments cited in the previous paragraph, all but the last
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Figure 6.1: Idea of combining extra-cavity dissipation and intra-cavity amplification
in the circuit QED measurement setup. Compared to the standard measurement
setup shown in Figure 3.6, a pre-amplification scheme is introduced inside the circuit
QED readout cavity to compensate for the parasitic loss channels for readout signals
before the external quantum-limited amplifier (QLA), or if present, the purposefully
installed extra-cavity cold dissipative reservoir—for instance, a cavity attenuator (col-
ored in orange).

two were performed without the external linear QLA, in which photons from the non-

linear readout resonator were directly sent to the semiconductor CLNA installed on

the 4 K stage of the dilution refrigerator. However, the intra-cavity preamplifier can

also be operated together with the external QLA on the base (mixing chamber) stage,

as has been demonstrated in Eddins et al. [2019] and Dassonneville et al. [2020]. This

arrangement has two major advantages:

(i) With an intra-cavity pre-amplification stage, only a moderate level of parametric

gain is required to be provided by the external QLA. Consequently, a larger gain

bandwidth and a higher saturation power or dynamic range should be available

at the external QLA, which have been serious goals for the optimization of
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modular Josephson parametric amplifiers [Frattini et al., 2018; Macklin et al.,

2015; O’Brien et al., 2014; Planat et al., 2020; Sivak et al., 2019, 2020].

(ii) The intra-cavity preamplifier can compensate for the parasitic dissipation of

qubit readout signals between the readout cavity and the external QLA. These

losses occur at the microwave coaxial cables, connectors, and in particular,

the ferrite circulator array,1 and often limit the overall measurement efficiency

of the readout system. Boosting the readout SNR has been the most direct

motivation for the in-situ implementation of parametric amplification schemes,

which in principle minimizes added noise to the quantum signals and produces

higher readout fidelities at a fixed readout power level.2

As derived from the above point (ii), an intra-cavity preamplifier would be partic-

ularly desirable if any artificial dissipative mechanism is introduced on purpose before

the output amplifier chain—for instance, a resonant cavity attenuator as a cold ther-

mal reservoir (see Chapter 5). In the particular arrangement depicted in Figure 6.1,

the cavity attenuator is directly coupled to the circuit QED module to achieve the

1Efforts have been made to replace these ferrite non-reciprocal devices with on-chip Josephson-
circuit [Chapman et al., 2016, 2017, 2019; Kerckhoff et al., 2015; Lecocq et al., 2020, 2017; Naaman
et al., 2016; Ranzani et al., 2017; Rosenthal et al., 2021; Sliwa et al., 2015] and electromechanical
realizations [Barzanjeh et al., 2017; Bernier et al., 2017; Mercier de Lépinay et al., 2019; Peterson
et al., 2017].

2A slightly counterintuitive fact at first glance is that an intra-cavity preamplifier directly cou-
pled to the qubit will not improve its overall measurement efficiency limited by external power-
independent loss channels—for instance, the insertion loss of cables, connectors, and circulators as
explained above. This can be understood from Equations (3.50) and (3.51): while the readout SNR
is improved due to the in-situ amplification scheme, the measurement-induced qubit dephasing rate
is also increased in proportion to SNR2, leaving ηm unchanged and still set by off-chip dissipation
mechanisms. This situation is different from an external “modular” parametric amplifier, which im-
proves the SNR but ideally induces no additional qubit dephasing due to the directionality of the
output signal line, hence resulting in a higher ηm. Therefore, intra-cavity amplification should be
more precisely understood as an effort to increase the measurement strength, rather than to add
another modular stage prior to the output amplifier chain.
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maximal protection for the superconducting artificial atom against residual thermal

electromagnetic noise. An intra-cavity signal gain comparable to the added extra-

cavity attenuation is then necessary so as to provide sufficient SNR for high-fidelity

single-shot qubit readouts. The cavity attenuator was not installed in the measure-

ment setup during the experimental rounds to be reported in this chapter, which are

intended as proof-of-principle demonstrations for the new qubit readout scheme. But

meanwhile, as will be shown in Section 6.4, our measurement system is compatible

with add-on cavity attenuator or waveguide Purcell filter devices, which are designed

to alter the electromagnetic environment of the circuit QED system for the improved

protection of qubit coherence or encoded quantum information.

6.2 Design principles of the artificial molecule

The general approach of realizing intra-cavity amplification is to couple the supercon-

ducting artificial atom to nonlinear, low-dissipation microwave modes fabricated on

the same solid-state chip. This multi-mode Josephson quantum circuit is often called

a superconducting artificial molecule, wherein the most anharmonic degree of

freedom serves as the qubit, and another degree of freedom with lower anharmonicity

can be employed as the parametric amplifier. The output photons of this on-chip

preamplifier can be directly released into a microwave transmission line connecting

the off-chip amplifier chain. Alternatively, the on-chip preamplifier mode can be

coupled—in the dispersive regime—to a linear microwave cavity, similar to the one in

a standard circuit QED module. In this configuration, the different output states of

the on-chip preamplifier will induce distinguishable shifts on the resonant frequency

of the linear readout cavity, which can be detected through cavity reflection or trans-

mission measurements as explained in Section 3.2.2.

In the current experiment, we are devising a two-step readout scheme involving
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Figure 6.2: Illustration of the qubit readout scheme assisted by an intra-cavity pream-
plifier. (a) The standard circuit QED system wherein the qubit—represented here
using a fixed-frequency transmon—is linearly coupled to the readout cavity. (b) A
two-step readout scheme, in which the qubit is coupled to an on-chip Josephson
preamplifier (represented as a Josephson-junction array inside a triangular amplifier
symbol), the latter being coupled to a linear readout cavity. In this configuration, one
wants to avoid the direct linear coupling between the transmon and the linear cavity.
For experiments using 3D readout cavities, those on-chip components are enclosed
in dashed black boxes, albeit the readout resonators can also be integrated on the
solid-state chip using 2D planar technologies. The horizontal axis indicates—with
an order-of-magnitude accuracy—the number of excitation quanta in each degree of
freedom (a) most commonly adopted in experiments, and (b) conceived in our new
measurement scheme. In the standard dispersive readout setup, although the cavity
can be populated with a higher number of photons, it is generally not recommended
due to excessive photon-induced qubit-state-transition events that are detrimental to
the readout performance (see Section 3.4).
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both an on-chip Josephson parametric preamplifier and a 3D superconducting linear

readout cavity, as illustrated in the lower panel of Figure 6.2. This specific design is

motivated by two major principles:

(i) The system consists of a strongly nonlinear qubit oscillator, a weakly nonlin-

ear on-chip preamplifier oscillator, and a linear cavity resonator. The on-chip

preamplifier mode, with an intermediate degree of anharmonicity, is also going

to be populated with an intermediate number of excitation quanta—on the or-

der of 1–10, which is between that of the qubit (ideally limited to the |0〉 and

|1〉 subspace) and the readout cavity (up to 102 or more photons).

(ii) The on-chip preamplifier mode is designed to mediate the interaction between

the qubit and the readout cavity, between which the direct linear coupling gtc

as in standard circuit QED modules (see Figure 1.5) ought to be avoided. A

working mechanism is to linearly couple the preamplifier mode to the readout

cavity, and meanwhile to perpendicularly arrange the electric dipole moments of

the qubit and the preamplifier such that their leading interaction is of the cross-

Kerr form (see Section 3.4). This layout is intended to minimize the spurious

qubit-state transition events occurring in the midst of a measurement process

while the readout cavity is populated with a large number of microwave photons,

such that qubit readouts can be expected to show higher QND fidelities.

Combining (i) and (ii), in an ideal design, the artificial molecule is supposed to

host both a high-coherence qubit mode that is decoupled from the readout cavity at

the linear order, and a parametric preamplifier mode that provides a measurement

interface between the qubit and readout photons. As an extra guideline, we are also

refrained from building charge gates or flux loops in the artificial molecule circuit,

such that the qubit mode is subject to fewer parasitic electromagnetic noise channels
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EJ,a

EJ,t

“Transmon”

1 23 4

0

“Preamplifier”

Figure 6.3: Introducing the Π-mon artificial molecule. The fixed-frequency transmon
and the capacitively shunted Josephson junction arrays (“preamplifier”) are colored
in blue and red, respectively. The dashed-dotted line at the center stands for the
symmetric mirror. The numbers 0–4 label the five superconducting electrode pads,
which will be used in the circuit analysis in the following section. The sizes of the
electrode pads and their separations are not drawn in scale—see Figure 6.8 for the
physical layout of the sample.

in pursuit of higher coherence times. And yet it is worth remarking on a constraint

of the loop-free design: without an external magnetic flux, one will not have access

to pure three-wave mixing elements in superconducting Josephson circuits [Frattini,

2021; Sivak et al., 2019]. We will thus need to rely on the intrinsic four-wave mixing

property of the Josephson nonlinearity to construct the integrated qubit–preamplifier

subsystem.

6.3 Π-mon circuit: classical and quantum analysis

Following the guidelines listed above, our adopted design of the integrated qubit–

preamplifier circuit—named the Π-mon because of the partial geometric resemblance—

is presented in Figure 6.3. The artificial molecule consists of a standard fixed-
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+ +

–
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0

+ –

Figure 6.4: Three uncoupled linear modes in the Π-mon artificial molecule. Referred
to the central vertical mirrors (dashed-dotted lines): (a) symmetric mode and (b)
antisymmetric mode of the preamplifier oscillator; (c) antisymmetric mode of the
transmon. The electric dipole moments of the three modes are shown using double-
arrows in each drawing. “+”, “−”, and “0” denote the positive, negative, and neutral
charge distributions on the electrode pads at a particular moment during the electro-
magnetic oscillation.

frequency transmon—a small Josephson junction (Josephson energy EJ,t) shunted by

a coplanar capacitor (Coulomb charging energy EC,t)—and two capacitively shunted

Josephson junction arrays. Each array contains NJ = 4 identical Josephson junctions

(Josephson energy EJ,a) in series. The two junction arrays are connected to their

separate and yet identically sized upper electrode pads, while sharing the same lower

electrode pad, forming an inversed “Π”-shape Josephson nonlinear oscillator. The

planar circuit layout obeys a mirror symmetry, which is essential to its working prin-

ciples. The transmon and the preamplifier oscillator are capacitively coupled without

forming any closed Josephson-junction loop.

6.3.1 Bright, dark, and mediator modes

The three uncoupled linear modes in the Π-mon circuit can be easily identified. Their

electric dipole moments, due to the reflection symmetry of the circuit layout, are
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1 23 4

0

Ct

LJ,tCa

Cc1

Cc2

LJ,a

Figure 6.5: Lumped-element circuit model of the Π-mon. Nodes 0–4 correspond to
the five superconducting electrode pads in the same order as they are labeled in Figure
6.3. Node 0 is assigned as the ground node.

either parallel or perpendicular to the mirror, as shown in Figure 6.4. The modified

linear modes due to capacitive coupling can be obtained through a full circuit analysis.

Figure 6.5(a) presents a lumped-element circuit model of the Π-mon artificial

molecule (see Figure 6.3): Each Josephson junction is replaced by an ideal Joseph-

son element with a Josephson inductance LJ,t = φ2
0/EJ,t (transmon junction) or

LJ,a = φ2
0/EJ,a (array junctions), here φ0 = ~/2e being the reduced flux quantum. The

mutual capacitor between Nodes n1 and n2 is denoted by Cn1n2 (n1, n2 = 0, 1, 2, 3, 4).

The junction capacitor of the transmon is included in C34 = Ct. The junction ca-

pacitors on the arrays are much smaller than C10 = C20 = Ca and are thus omitted

for simplicity. The coupling capacitors are C13 = C24 = Cc1 between the transmon

electrodes and the upper electrodes of the arrays,3 and C10 = C20 = Cc2 between the

upper and lower electrodes of the arrays.

Considering the mirror symmetry of the Π-mon circuits, we employ the method

of even–odd mode analysis to visualize the coupled linear modes of this network.

3The cross-coupling capacitors C14 and C23 are small compared to the direct-coupling capacitors
C13 and C24, and are thus neglected in the circuit model.
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Figure 6.6: Even-odd mode analysis of the Π-mon circuit. (a) Preparation for the
even–odd mode analysis. The transmon junction and its shunting capacitor are split
into a pair of junctions and capacitors that are twice as large, such that the circuit
can be bisected by its central mirror (dashed-dotted line). (b) Equivalent circuit for
the even (common or symmetric) mode, obtained from (a) by assigning open circuits
to the mirror nodes. The even-mode circuit contains one resonant mode based on
the Josephson preamplifier oscillator, with the array capacitance Ca adjusted by Cc1

and Cc2. (c) Equivalent circuit for the odd (differential or antisymmetric) modes,
obtained from (a) by grounding the mirror nodes. This circuit shows the capacitive
coupling (through Cc1) Josephson preamplifier oscillator and the transmon with its
shunting capacitance adjusted by Cc2.
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Figure 6.5(b) is a preparatory step in which the transmon junction is replaced by two

identical junctions with Josephson energies 2EJ,t (Josephson inductances LJ,t/2) in

series, and similarly, the shunting capacitor by two 2Ct series capacitors. The even

(common or symmetric) circuit mode can then be acquired by assigning open circuits

to the nodes on the mirror line, as shown in Figure 6.5(c). We name it the “bright”

mode, whose linear frequency is given by

ωb =
1√

NJLJ,a

(
Ca + Cc1Cc2

Cc1+Cc2

) , (6.1)

in which the number of junctions in the array NJ = 4. The bright mode frequency

ωb is close to that of the fundamental linear mode of the uncoupled junction array

oscillator ωb0 = 1/
√
NJLJ,aCa but modified by the coupling capacitors Cc1 and Cc2.

The odd (differential or antisymmetric) modes of this network can be found if one

short-circuiting the mirror nodes and the ground node 0. In Figure 6.5(d), one finds

two capacitively coupled oscillators with uncoupled linear frequencies ωm0 = ωb0 =

1/
√
NJLJ,aCa and ωd0 = 1/

√
LJ,t (Ct + Cc2/2). Due to the capacitive coupling, the

linear mode frequencies are modified to be

ωm =
1√

NJLJ,a

[
Ca + Cc1(2Ct+Cc2)

2Ct+Cc1+Cc2

] , (6.2)

ωd =
1√

LJ,t

[
Ct + Cc2

2
+ CaCc1

2(Ca+Cc1)

] . (6.3)

We then name the first mode at frequency ωm, which chiefly resides in the junction

array oscillator, as the “mediator” mode, and the second mode at frequency ωd, which

is mainly in the transmon, as the “dark mode.” The assignment of the names “bright”

versus “dark” will become clear once we consider the readout setup by coupling the
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Π-mon to a linear readout cavity, which is to be discussed in Section 6.4.

6.3.2 Effective circuit Hamiltonian

After obtaining the three coupled linear modes of the Π-mon circuit by considering its

geometric symmetry, in this section I am going to continue with the nonlinear analysis

using the Lagrangian and Hamiltonian formalisms of electrical circuits [Devoret, 1997;

Vool and Devoret, 2017].

We start by assigning the flux variables of the four nodes—Φi (i = 1, 2, 3, 4) as

the generalized position variables of the system, while again choosing Node 0 to be

the ground node. The Lagrangian of the system has the general form

LΠ = KΠ − VΠ, (6.4)

in which the kinetic energy

KΠ =
Ct(Φ̇3 − Φ̇4)2

2
+
∑
i=1,2

CaΦ̇2
i + Cc1(Φ̇i − Φ̇i+2)2

2
+
∑
i=3,4

Cc2Φ̇2
i

2
, (6.5)

and the potential energy

VΠ = −EJ,t cos

(
Φ3 − Φ4

φ0

)
−
∑
n=1,2

NJEJ,a cos

(
Φn

NJφ0

)
. (6.6)

Now consider a substitution of variables that defines four new common and differential
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generalized position degrees of freedom—

Φb = Φ1 + Φ2, (6.7)

Φm = Φ1 − Φ2, (6.8)

Φn = Φ3 + Φ4, (6.9)

Φd = Φ3 − Φ4. (6.10)

The Lagrangian can then be rewritten as

LΠ =
CtΦ̇

2
d

2
+
CaΦ̇2

b + Cc2Φ̇2
n + Cc1(Φ̇b − Φ̇n)2

4
+
CaΦ̇2

m + Cc2Φ̇2
d + Cc1(Φ̇m − Φ̇d)2

4

+ EJ,t cos

(
Φd

φ0

)
+NJEJ,a cos

(
Φb + Φm

2NJφ0

)
+NJEJ,a cos

(
Φb − Φm

2NJφ0

)
,

(6.11)

and the Hamiltonian can be obtained from the Legendre transformation [Goldstein

et al., 2002]—

HΠ = QbΦ̇b +QnΦ̇n +QmΦ̇m +QdΦ̇d − LΠ, (6.12)

with the canonical conjugate momenta of the flux variables given by

Qb =
∂L

∂Φ̇b

=
(Ca + Cc1)Φ̇b − Cc1Φ̇n

2
, (6.13)

Qn =
∂L

∂Φ̇n

=
(Cc2 + Cc1)Φ̇n − Cc1Φ̇b

2
, (6.14)

Qm =
∂L

∂Φ̇m

=
(Ca + Cc1)Φ̇m − Cc1Φ̇d

2
, (6.15)

Qd =
∂L

∂Φ̇d

=
(Cc2 + Cc1 + 2Ct)Φ̇d − Cc1Φ̇m

2
. (6.16)



6.3. Π-mon circuit: classical and quantum analysis 165

After solving the above Equations (6.13)–(6.16), one can write down

HΠ =
Q2

b

2Cb

+
Q2

n

2Cn

+
QbQn

Cbn

+
Q2

m

2Cm

+
Q2

d

2Cd

+
QmQd

Cmd

− EJ,t cos

(
Φd

φ0

)
− 2NJEJ,a cos

(
Φb

2NJφ0

)
cos

(
Φm

2NJφ0

)
,

(6.17)

in which Cb, Cn, Cm, and Cd are the effective self-capacitances, and Cbn and Cmd are

the coupling capacitances between the two even and odd modes, respectively. The

values of these capacitances are given by

Cb =
1

2

(
Ca +

Cc1Cc2

Cc1 + Cc2

)
, (6.18)

Cn =
1

2

(
Cc2 +

Cc1Ca

Cc1 + Ca

)
, (6.19)

Cm =
1

2

[
Ca +

Cc1(Cc2 + 2Ct)

Cc1 + Cc2 + 2Ct

]
, (6.20)

Cd =
1

2

(
2Ct + Cc2 +

Cc1Ca

Cc1 + Ca

)
, (6.21)

Cbn =
1

2

(
Ca + Cc2 +

CaCc2

Cc1

)
, (6.22)

Cmd =
1

2

[
Ca + 2Ct + Cc2 +

Ca(2Ct + Cc2)

Cc1

]
. (6.23)

Expanding the Josephson potential energies in Equation (6.17) up to the fourth order

of flux variables and dropping all constant terms [Dassonneville et al., 2020; Diniz

et al., 2013], one then obtain the effective quartic Hamiltonian

HΠ,eff =
Q2

b

2Cb

+
Φ2

b

4NJLJ,a

− EJ,a

192N3
J

(
Φb

φ0

)4

+
Q2

m

2Cm

+
Φ2

m

4NJLJ,a

− EJ,a

192N3
J

(
Φm

φ0

)4

+
Q2

d

2Cd

+
Φ2

d

2LJ,t

+
QmQd

Cmd

+
Q2

n

2Cn

+
QbQn

Cbn

− EJ,t

8NJ

(
ΦbΦm

φ2
0

)2

− EJ,t

24

(
Φd

φ0

)4

,

(6.24)
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which contains three resonant modes, with linear frequencies

ωb =
1√

2NJLJ,aCb

, (6.25)

ωm =
1√

2NJLJ,aCm

, (6.26)

ωd =
1√
LJ,tCd

. (6.27)

These results are identical to Equations (6.1)–(6.3), showing the equivalence of the

circuit diagram and the Lagrangian–Hamiltonian formulation presented in these two

subsections.

6.3.3 Circuit quantization

Define the dimensionless Josephson phase and charge number variables ϕj = Φj/φ0

and nj = Qj/2e (j = b,m, d). After dropping the kinetic energy terms involving Qn

in Equation (6.24),4 this effective quartic Hamiltonian can be rewritten as

HΠ,eff = 4EC,bn
2
b +

EJ,a

4NJ

ϕ2
b −

EJ,a

192N3
J

ϕ4
b + 4EC,mn

2
m +

EJ,a

4NJ

ϕ2
m −

EJ,a

192N3
J

ϕ4
m

+ 4EC,dn
2
d +

EJ,t

2
ϕ2

d −
EJ,t

24
ϕ4

d + 8EC,mdnmnd −
EJ,a

8NJ

ϕ2
bϕ

2
m,

(6.28)

in which the Coulomb charging energies are defined as

EC,j =
e2

2Cj
, (j = b,m, d), (6.29)

EC,md =
e2

2Cmd

. (6.30)

4The uncoupled dynamics of the “n” degree of freedom is the same as that of a free particle. It
therefore does not form a resonant mode like the other three degrees of freedom.
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Following the canonical quantization protocol introduced in Section 1.3.2, we write

ϕj → ϕ̂j = ϕZPF,j

(
ĵ † + ĵ

)
, (6.31)

nj → n̂j = inZPF,j

(
ĵ † − ĵ

)
, (6.32)

in which the bosonic operators obey the canonical commutation relations

[
ĵ, ĵ †

]
= 1, (j = b,m, d). (6.33)

The zero-point fluctuations of the phase and charge number variables are given by

ϕZPF,j =
√

2

(
NJEC,j

EJ,a

) 1
4

, (6.34)

nZPF,j =
1

2
√

2

(
EJ,a

NJEC,j

) 1
4

, (6.35)

for the bright and mediator modes (j = b,m), and

ϕZPF,d =
1√
2

(
8EC,d

EJ,t

) 1
4

, (6.36)

nZPF,d =
1√
2

(
EJ,t

8EC,d

) 1
4

(6.37)

for the dark mode. One can write the quantum Hamiltonian of the Π-mon—

ĤΠ,eff

~
= ω01

b b̂
†b̂+ ω01

m m̂
†m̂+ ω01

d d̂
†d̂− Kb

2
b̂†2b̂2 − Km

2
m̂†2m̂2 − Kd

2
d̂†2d̂2

− gmd

(
m̂† − m̂

)(
d̂† − d̂

)
− gbm

(
b̂† + b̂

)2(
m̂† + m̂

)2
,

(6.38)
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in which the 0–1 transition frequencies are modified from the coupled linear frequen-

cies of the bright, mediator, and dark modes,

ω01
j = ωj −Kj, (j = b,m, d). (6.39)

Their mode anharmonicities are given by

Kj =
EC,j

~
1

4N2
J

, (j = b,m), (6.40)

Kd =
EC,d

~
. (6.41)

Equation (6.40) demonstrates again the conclusion we have obtained in the end of

Section 1.3.2: The anharmonicity of the fundamental mode of a Josephson nonlinear

resonator containing an array of NJ identical junctions are suppressed by a factor

of N2
J . The weak nonlinearity of the two junction array modes thus makes them

natural candidates for the on-chip parametric preamplifier, while the dark mode is to

be employed as the qubit due to its strong, undiluted Josephson nonlinearity. During

design iterations, different values of NJ can be used to adjust Kb and Km without

changing the geometric pattern of the sample.

More important features of the coupling schemes inside the Π-mon artificial molecule

are shown on the second line of Equation (6.38):

(i) The two antisymmetric modes—the mediator mode and the dark mode—are

linearly coupled with a coupling coefficient

gmd =
EC,md

~

(
2EJ,aEJ,t

NJEC,mEC,d

) 1
4

, (6.42)

in which EC,md is proportional to the coupling capacitance Cc1. The same

conclusion can be obtained from Figure 6.6(c).
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(ii) The bright mode and the mediator mode are linearly decoupled due to their

orthogonal electric dipole moments, whereas they are coupled in the cross-Kerr

form, with a coupling strength

gbm =
1

4~

√
EJ,a

√
EC,bEC,m

NJ

. (6.43)

Note that this cross-Kerr interaction is purely due to the Josephson nonlinearity

of the junction arrays, where both the bright mode and the mediator mode have

considerable energy participations.

The two interaction terms explained in (i) and (ii) together elucidate the essential

role of the mediator mode, with which the bright mode and the dark mode, albeit

having orthogonal electric dipole moments and primarily residing in physically sep-

arate Josephson oscillators, are indirectly coupled with avoided linear interaction.

This is an exact realization of our design goal as illustrated in Figure 6.2. In the

next section, we will consider the full readout scheme and introduce the experimental

setup for demonstrating the intra-cavity amplification of qubit readout signals using

a Π-mon in a modified circuit QED configuration.

6.4 Π-mon coupled to a linear readout cavity

Figure 6.7 depicts the measurement system of the Π-mon based on the circuit QED

techniques, in which the bright mode of the artificial molecule is symmetrically

aligned, and thus linearly coupled to the TE101 mode of a 3D linear cavity, which

is employed for qubit readouts. In this arrangement, the dark mode has no direct

linear interaction to the readout cavity, but as explained in the previous section, they

are indirectly coupled with a cross-Kerr interaction mediated by the first antisym-

metric mode of the preamplifier oscillator (“mediator”). The frequencies of the dark,
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TE101⃗

“Dark” “Bright”

Figure 6.7: Cross-section drawing of a circuit QED module containing a Π-mon ar-
tificial molecule. The sample is housed symmetrically inside a linear readout cavity.
The electric field of the cavity TE101 is aligned to the electric dipole moment of the
bright mode (red double-arrow), and perpendicular to that of the dark mode (blue
double-arrow). Microwave drives of the bright mode (red) and of the readout cav-
ity drives (black) share the same symmetric coaxial cable (or waveguide aperture,
not represented) coupled to the TE101 mode with a rate κc. The dark mode is driven
through an asymmetric coaxial cable, whose coupling rate to the cavity TE101 mode is
κc,as � κc,as. The majority of readout signals are therefore collected by the symmetric
port and sent to a standard quantum-limited output amplifier chain (see Figure 6.1).

mediator, bright, and cavity modes are mutually detuned such that we can write the

effective Hamiltonian of this circuit QED system in the dispersive regime—

ĤΠ–c

~
= ω̃c

ˆ̃c†ˆ̃c+
∑

j=b,m,d

(
ω̃01
j

ˆ̃j †ˆ̃j − K̃j

2
ˆ̃j †2 ˆ̃j 2

)
−

∑
i,j=c,b,m,d

i 6=j

χ̃ij
ˆ̃i†ˆ̃i ˆ̃j †ˆ̃j. (6.44)

Similar to Equation (3.4), here the operators and parameters under the tilde are

modified from their uncoupled definitions due to the cavity–Π-mon interaction. In

the rest of this chapter, we will drop these tildes for notational simplicity.
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6.4.1 Control and measurement interfaces

In this system, the modes we will actively manipulate and measure are the bright

mode (“b”) and dark mode (“d”) on the Π-mon chip, and the fundamental (TE101)

mode of the readout cavity (“c”). The |0〉 and |1〉 subspace of the strongly anharmonic

dark mode is used as the qubit. The weakly anharmonic bright mode is employed

as the on-chip parametric preamplifier. The bright mode and readout drives are

delivered through the same symmetric cavity port (coupling rate κc), while the dark

mode is at the first order insensitive to incoming radiation from the symmetric port

in the vicinity of the dark mode frequency when the sample is correctly oriented,

and thus has to be excited through an asymmetric port (coupling rate κc,as).5 The

efficient collection of intra-cavity readout signals in a reflection measurement setup

is guaranteed by κc � κc,as. A small κc,as is also desirable for reducing the photon-

induced qubit dephasing effect on the dark mode, as we have discussed in detail in

Chapter 5.

Like in a standard circuit QED module, χbc and χdc quantify the dispersive in-

teraction between the cavity photons and the bright and dark modes, respectively.

While χbc is caused by the direct linear coupling between the bright mode and the

cavity, a residual χdc can be observed due to the indirect interaction mediated by

the mediator and bright modes, and is limiting the radiative protection or “darkness”

of the dark mode as seen from the readout cavity or its symmetric port. In an op-

timal design, the ratio χbc/χdc should be maximized for improved qubit coherence

properties relative to its measurability.

The cascade of the cross-Kerr interaction between the bright and the mediator

modes and the linear interaction between the mediator and the dark modes result in

5Note that the cavity and the bright mode can also be driven from the asymmetric port.
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Figure 6.8: Left: optical micrograph of the Π-mon sample with which the experi-
ments reported in this chapter are performed. The areas of the transmon and the
preamplifier junction links (in the blue and red boxes) are zoomed in on the right.
Insets: scanning electron micrographs of the transmon junction and the preamplifier
junction array (NJ = 4).

χbd, which induces a dispersive frequency shift on the bright mode conditioned on the

qubit (dark mode) state. Driving the bright mode at either ω01
b or (ω01

b −χbd), one will

be able to observe its population change by monitoring the readout cavity frequency,

which carries information of the qubit state. Such is the basic principle of the two-

step qubit readout mediated by the on-chip bright mode (intra-cavity preamplifier).

We will continue examining this measurement protocol in Section 6.7.

6.4.2 Experimental setup and parameters

The experimental data presented in the following sections were collected on the same

Π-mon sample, whose optical and scanning electron micrographs are shown in Figure

6.8. The sample preparation followed the standard fabrication procedure of trans-

mons, which has been described in Section 4.1. Probed at the room temperature
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Figure 6.9: Cryogenic wiring diagram of the Π-mon experiment. Circuit symbols and
notations are the same as those in Figures 4.4 and 5.5. The four lines at the top of the
dilution refrigerator, from left to right, are for (1) dark mode drive, (2) bright mode
and readout cavity drives, (3) readout output, and (4) parametric amplifier pump.
The SPA was operated in the phase-preserving mode with 20–25 dB gain for all data
collection cycles.

prior to cryogenic experiments, the normal resistances of the two Josephson junction

arrays show a high degree of symmetry, with a relative uncertainty no larger than

10−3.

The Π-mon sample was loaded into the central chip slot of a 3D aluminum (alloy

6061) readout cavity as shown in Figure 4.2. The alignment was done by hand under

mechanical constraints, without further assistance.6 The cavity half with a coupling

aperture on the flange is connected to a home-designed waveguide-to-coaxial-cable

coupler, with a cross-section matching that of the WR-90 waveguide (22.86 mm ×

10.16 mm, see Figure 5.6) as the symmetric readout port. Its coupling rate κc/2π =

3.0 MHz is determined by the geometry of the aperture. To drive the dark mode,

an asymmetric coaxial pin coupler is installed on the other half of the cavity, with a

coupling rate κc,as/2π = 5.7 kHz ≈ 0.002κc.

The low-temperature measurement setup is drawn in Figure 6.9, which has two

special features compared to the setup of the cavity attenuator experiment (previously

shown in Figure 5.5):

(i) To compensate for the very small coupling rate κc,as of the asymmetric cav-

6We have examined the ideality of the sample alignment by testing the “darkness” of the dark
mode: no dark mode response was observed under continuous-wave spectroscopy drives through
the symmetric port up to a maximum drive power that had significantly raised the mixing-chamber
temperature of the dilution refrigerator. The effect of sampling alignment on the coherence times of
the dark mode remains to be studied.
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ity port, the total attenuation on its input line is reduced such that sufficient

microwave power can be delivered for fast qubit gates. The impact of residual

thermal radiation from this weakly-coupled input line on the dark mode (qubit)

coherence times remains to be examined.

(ii) Two Eccosorb filters (EF) are installed on both the symmetric and asymmetric

cavity ports inside the high-magnetic-permeability mu-metal shield.7 Conse-

quently, the energy relaxation times T1 of both the dark and the bright modes

have been improved by four to five times compared to the data from earlier ex-

perimental rounds when these two in-shield Eccosorb filters were not installed

(see Table 6.4).

All parameters of the effective Hamiltonian in the dispersive regime—Equation

(6.44) were measured using spectroscopy methods. The results are summarized in

Tables 6.1 and 6.2. We find the values of Kd, Km, and Kb decreasing each compared

to the previous one by one order of magnitude, which is consistent with the increasing

participations of these three modes on the Josephson junction array with diluted

nonlinearity. The dark mode has a residual coupling rate χdc/2π = 31 kHz to the

readout cavity, with χbc/χdc ≈ 6. From these data, we estimate EJ,a/h = 62 GHz

(on average) and EJ,t/h = 9.6 GHz. The ratio EJ,t/EC,t = 54 shows that the dark

mode is in the standard transmon regime.

The design of this sample and its readout cavity was assisted by the 3D finite-

element-method (FEM) electromagnetic solver Ansys HFSS for linear eigenmode simu-

lations, and the Python-based open-source package pyEPR to compute the Kerr matrix

following the energy participation ratio (EPR) method [Minev et al., 2021a] (see Sec-

tion 4.5). The numerical simulation results are listed in Table 6.3. The closeness

7As recommended in Serniak et al. [2019] and Diamond et al. [2022].
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Unit: [GHz] f 01
d f 01

m f 01
b fc

4.0912 4.8658 5.8982 7.4678

Table 6.1: Frequencies of the dark (d), mediator (m), and bright (b) modes of the
Π-mon (0–1 transitions) and the TE101 mode of the readout cavity. The frequencies
of the on-chip modes were extracted from two-tone spectroscopy measurements. Over
several experimental rounds, f 01

d , f 01
m , and f 01

b underwent minor down-drifts as a result
of the oxidation of Josephson junctions between these cooldowns, while the sample
was exposed to the atmosphere at the room temperature. The properties and overall
performance of this sample were not influenced by these frequency shifts.

Unit: [MHz] Dark (d) Mediator (m) Bright (b) Cavity (c)

Dark (d) 179 109 3.0 0.031

Mediator (m) 24.4 10.0 0.11

Bright (b) 8.3 0.19

Cavity (c) 0.0012

Table 6.2: Kerr matrix of the Π-mon coupled to a linear readout cavity: experimental
data. Diagonal elements stand for the mode anharmonicities: Kj/2π (j = b,m, d, c).
Off-diagonal elements stand for the cross-Kerr coupling coefficients: χij/2π (i, j =

b,m, d, c, i 6= j). Symmetric table elements in the lower triangle are omitted. Kc was
measured using cavity reflection spectroscopy with variable power levels; χbc, χmc,
and χdc were extracted in two-tone spectroscopy experiments; the rest of the table
elements were measured using the three-tone spectroscopy method. The measurement
values are subject to minor changes over multiple cooldowns.
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Unit: [MHz] Dark (d) Mediator (m) Bright (b) Cavity (c)

Dark (d) 184 135 3.9 0.044

Mediator (m) 33.7 11.0 0.11

Bright (b) 7.9 0.18

Cavity (c) 0.0010

Table 6.3: Numerical simulation of the Kerr matrix based on the energy participation
ratio (EPR) calculation. A symmetric device layout with four identical Josephson
junctions in each junction array is used in both the linear and nonlinear simulations.
The values of EJ,a and EJ,t in this circuit model are estimated from experimental data
(see the main text). In the nonlinear calculation, the first eight energy levels are used
to span the finite Hilbert space of each mode, and cosine functions are truncated at
the order of seven. Dissipations are not included in the nonlinear simulation.

Mode Eccosorb filters T1 [µs] T2R [µs] T2H [µs]

Dark
No 17 5.4 19

Yes 70 9.5 77

Bright
No 6.5 7.0 12

Yes 32 18 51

Table 6.4: Energy relaxation time T1, Ramsey decoherence time T2R, and Hahn echo
decoherence time T2H of the dark and bright modes. Four-time to five-time improve-
ments on the T1 of both modes have been observed after the two Eccosorb filters
are installed at the symmetric and asymmetric cavity ports inside the high-magnetic-
permeability mu-metal shield (see Figure 6.9).
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of Tables 6.2 and 6.3 in most of their elements shows the practical reliability of this

simulation method for nonlinear Josephson quantum circuits.

6.5 Nonlinear spectroscopy of the bright mode

Among the three on-chip nonlinear resonant modes formed by the Josephson oscilla-

tors, the dark mode and the bright mode are of direct interest for the purpose of this

experiment, as the former will be employed as the qubit, and the latter as the intra-

cavity parametric preamplifier. The mediator mode, as has been explained in the end

of Section 6.3.3, despite not being directly driven in the qubit readout protocol, plays

an indispensable role of linking the qubit and the on-chip preamplifier. A notable

distinction between the dark and the bright modes are their anharmonicities—Kd

and Kb—relative to their intrinsic linewidths set by Γ1 = 1/T1. Using the mea-

surement values reported in Tables 6.2 and 6.4,8 one obtains Kd/Γ1,d ≈ 8 × 104 �

Kb/Γ1,b ≈ 1.7×103. Therefore, the dark mode has a more “atom-like” spectrum with

far-separated transitions in the frequency domain, whereas the bright mode transi-

tions become less distinguishable when their linewidths are broadened by drive and

readout tones in a spectroscopy measurement. In other words, the dark mode with

a larger K/Γ1 ratio is deeper in the quantum regime. On the contrary, the higher-

level subspace of the bright mode is comparatively easier to be activated, and in this

situation, a larger number of excitations will push the mode dynamics toward the

semiclassical regime of standard Josephson parametric amplifiers [Andersen et al.,

2020a; Manucharyan et al., 2007; Muppalla et al., 2018]. However, here in the Π-mon

artificial molecule, the ratio Kb/Γ1,b � 1 indicates that coherent quantum dynamics

can still be observed on the bright mode, albeit with a limited speed and fidelity.

8The longer T1 values measured in the presence of those in-shield Eccosorb filters are used in
this estimation.
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The intermediacy of the bright mode with respect to its nonlinearity or “quantum-

ness” (see Section 1.3.5) provides us an additional degree of freedom to operate the

intra-cavity preamplifier in different power regimes.

Figure 6.10 presents the data of continuous-wave (CW) two-tone spectroscopy

measurements, in which the bright mode was driven by a microwave drive with a

varying frequency fspec,b, and meanwhile the dispersive frequency shift of the readout

cavity due to the bright mode population under the spectroscopy drive is monitored

by a second microwave tone at fc. The average number of excitations n̄b of the

bright mode can be derived, provided the dispersive coupling strength χbc is already

calibrated (see Table 6.2). In this figure, one can clearly identify the series of bright

mode transitions spaced by its mode anharmonicity—

f ν,ν+1
b = f 01

b − νKb (6.45)

and interceded by two-photon transitions at the middle frequencies—

f ν,ν+2
b

2
= f 01

b −
(
ν +

1

2

)
Kb. (6.46)

The increase of the apparent linewidths of these transitions from their intrinsic val-

ues is a combination of the spectroscopy power broadening (due to Pspec,b) and the

measurement-induced dephasing (due to n̄c) [Abragam, 1961; Schuster et al., 2005].

The measured values of n̄b semi-quantitatively agree with the numerical simulation

results of a driven quantum Kerr oscillator model, with the intrinsic relaxation and de-

phasing rates of the mode obtained from very-low-power spectroscopy measurements

(data not shown in the figure).
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Figure 6.10: Continuous-wave (CW) bright mode two-tone spectroscopy with variable
drive powers. During the measurements, the readout cavity was populated with n̄c

photons by an on-resonance readout drive. Given n̄bχbc � κc, the population change
of the cavity mode conditioned on the bright mode state is negligible. The series of
curves were measured with different bright mode drive powers Pspec,b at the input the
symmetric cavity port, whose values are indicated by the color bar in the lower right
corner. A group of low-power spectroscopy data—taken in the previous cooldown
under the same experimental condition—are shown in the inset, whose axis ranges
are indicated by the gray box in the main figure. Vertical dashed lines in both figures
highlight the approximate frequencies of each transition, labeled above the top margin
of the figure frames. Comparing the frequencies of the first three transitions, one can
see a 2 MHz frequency down-drift due to the oxidation of the Π-mon sample in the
latter experimental rounds (main figure).
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6.6 Suppressing photon-induced qubit-state

transitions

As has been stated in Section 6.2, one of the chief motivations for the Π-mon design

is to alleviate the increased occurrence of qubit-state transition events in the midst

of a readout sequence when the cavity is populated by a larger number of microwave

photons. The data in Figure 6.6 provide evidence for the absence of such an effect

with up to n̄c ≈ 200 intra-cavity readout photons when the Π-mon is symmetrically

coupled to the linear cavity as shown in Figure 6.7. The qubit-state-dependent cav-

ity frequency shift is caused by the very small χdc, without the activation of the

bright mode. This measurement was repeated on the same Π-mon sample in multiple

cooldowns. The average dark mode T1 measured without the cavity drive varied from

17 µs to 80 µs, depending on the different filtering conditions along the readout line;

and yet in these cooldowns, the similar absence of T1 reduction has always been ob-

served. These results are consistent with our expectation, and also extend a previous

experiment from our group performed with a “darkmon” sample that consists of two

transmons with orthogonal electric dipole orientations [Minev, 2018; Minev et al.,

2019].9 All these positive outcomes are showing the effectiveness of this circuit layout

strategy, and a higher QND fidelity should thus be expected in a circuit QED module

with avoided linear coupling between the qubit and the cavity.

We repeated similar measurements on the bright mode of the Π-mon. No visible

9However, we would like to comment that unlike our current experiment, in Minev et al. [2019]
the bright mode and the cavity are coupled in the strong dispersive regime (κc < χdb) and meanwhile
the readout drive is fixed and calibrated at the frequency (ωc − χdb), which is detuned from the
cavity frequencies when the system is in the dark–ground manifold. Because of this detuned cavity
drive, the horizontal axis for the dark mode T1–n̄c measurements in Supplementary Figure S2 is by
a factor of 8 smaller than its labeled scale, and therefore the largest n̄c in these measurements was
only around 6–7.
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Figure 6.11: Cavity-photon-induced qubit relaxation measurement on the dark mode.
(a) Microwave pulse sequence (time axis not in scale): during the waiting time between
the qubit π pulse and the readout in a standard T1 measurement sequence, the readout
cavity is populated with a variable photon number n̄c—the horizontal axis in (b). The
subsequent readout drive has a fixed power, corresponding to n̄c = 80. The readout
pulse is preceded by a 0.5 µs time window for the cavity population due to the first
cavity drive to decay out, such that the external amplifier chain will not be power-
saturated. The qubit (dark mode) π pulse has a Gaussian envelope truncated at ±2σt,
corresponding to a total pulse length 4σt = 160 ns. The speed of the single-qubit
gate is limited by the weak coupling rate κas of the asymmetric cavity port. A 500 µs

passive relaxation time window is inserted between two pulse cycles. (b) T1 of the
dark mode measured with a variable intra-cavity photon number n̄c. The error bars
are contributed by both the measurement imprecision and the time-fluctuations of T1

over the course of 10 hours.
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decay of the bright mode T1 was observed with n̄c . 125 (data not shown). These

results set a safety zone for the applicable cavity photon number in a qubit readout

sequence without introducing parasitic qubit-state transition errors. Hence as will be

shown in the following section, we chose n̄c = 80 for the characterization of single-shot,

bright-mode-assisted qubit readouts.

6.7 Demonstrations of the intra-cavity

amplification

In the qubit coherence measurements reported in Figures 5.9–5.11 and Figure 6.11,

the qubits are protected at the expense of the reduced accessibility of quantum infor-

mation, either by adding artificial dissipations to the readout mode (as in the cavity

attenuator experiment) or removing the linear qubit–cavity coupling through the re-

designed circuit symmetry (as in the Π-mon artificial molecule). And yet there is

an important difference between these two inventions: the cavity attenuator merely

provides a passive cooling channel, whereas the Π-mon also supports an in-situ ampli-

fication mechanism of readout signals. The basic principles are illustrated in Figure

6.12: While a single qubit excitation only induces a small dispersive frequency shift

χdc on the readout cavity mode, a bright mode excitation can be driven by a mi-

crowave pulse at the frequency (ω01
b − χdb) conditioned on the qubit being in its first

excited state. The joint dark–bright mode excited state |1, 1〉 then shifts the cavity

frequency by (χdc +χbc), in which χbc is large compared to χdc due to the direct linear

coupling between the cavity and the bright mode. This bright-mode assisted readout

scheme is depicted in the energy-level diagram in Figure 6.12(a), and the intra-cavity

gain is illustrated in Figure 6.12(b).10 According to Equations (3.36) and (3.38), the

10It is worth remarking that parametric amplifications do not necessarily lead to a positive gain in
the total signal power. For instance, consider a quantum-limited phase-sensitive amplifier introduced
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Figure 6.12: Principles of the intra-cavity dispersive gain. (a) Energy-level diagram
of the two-step readout system, in which the three quantum numbers in a system
state correspond to the excitation numbers of the dark (blue), bright (red), and
cavity (black) modes, respectively. (b) The mechanism of intra-cavity amplification
implemented in the current experiment: the selective parametric drive on the bright
mode induces a larger dispersive frequency on the cavity frequency conditioned on
the qubit (dark mode) state. Readout signals in the Q quadrature are amplified, and
yet the power or photon number of the intra-cavity field remains unchanged. The
notations in the IQ-plane representation of the output cavity field is the same as those
in Figure 3.5.

in Section 1.3.4. The minimal possible output power given the input field components (Iin, Qin) is

Pout,min = 2IinQin, when GPS =
Iin
Qin

.

It is easy to see from the inequality of arithmetic and geometric means that

Pout,min ≤ Pin = I2in +Q2
in.

So the minimal output power of a quantum-limited phase-sensitive is no larger than its input power.
The conclusion will be different for phase-preserving amplifiers whereby both input components as
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separation of the output cavity states is amplified from

Dout,r = 2
√
n̄cκc

χdc√
κ2

c + χ2
dc

(6.47)

with only one dark mode excitation, to

√
GDout,r = 2

√
n̄cκc

χdc + χbc√
κ2

c + (χdc + χbc)2
(6.48)

with both the dark and the bright modes in their first excited state. Therefore, we

can write the intra-cavity dispersive gain of the measurement rate11 as

G =

(
1 +

χbc

χdc

)2
κ2

c + χ2
dc

κ2
c + (χdc + χbc)2

κc�χdc,χbc−−−−−−−→
(

1 +
χbc

χdc

)2

. (6.49)

This conclusion can be tested using both the continuous-wave (CW) and the pulsed

measurement protocols.

6.7.1 Steady-state intra-cavity gain

The data shown in Figure 6.13 were collected from three-tone CW spectroscopy mea-

surements: the dark mode (qubit) 0–1 transition was continuously driven by an on-

resonance saturation tone; the second tone with a variable power Pspec,b was sent

at the frequency (ω01
b − χdb), populating the first excited state of the bright mode

provided the dark mode is in its first excited state; the dispersive shift of the readout

cavity was monitored by the third tone at the frequency fc. In the ideal situation,

assuming the excited levels have infinite lifetimes, the steady-state population distri-

well as the total signal power are amplified by the same gain.
11See the definition of the measurement rate in Equation (3.50).
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bution of the Π-mon is

pon
0,0 =

1

2
, (6.50)

pon
1,0 =

1

4
, (6.51)

pon
1,1 =

1

4
. (6.52)

In the above subscripts, the first and the second quantum numbers denote the exci-

tation number of the dark and bright modes, respectively. In contrast, without the

bright mode drive, the population distribution becomes

poff
0,0 =

1

2
, (6.53)

poff
1,0 =

1

2
. (6.54)

Therefore, the theoretical limit of the steady-state gain becomes

GCW =

[
pon

1,0χdc + pon
1,1(χdc + χbc)

poff
1,0χdc

]2

=

(
1 +

χbc

2χdc

)2

, (6.55)

which is smaller than the optimal gain given by Equation (6.49) in the pulsed readout

protocol (to be described in the next subsection). We measured the steady-state intra-

cavity gain (purple arrow) around the optimal bright mode drive power Pspec,b close

to the theoretical limit GCW—shown as the top margin (black arrow) of Figure 6.13.

The drop of steady-state gain beyond the optimal Pspec,b can also be attributed to the

parametric conversion process in this particular sample (ωc + ω01
d ≈ 2ω01

b ), whereby

the chance increases when the dark mode dynamics is outside its two-level subspace

under a strong bright mode drive. This accidental frequency alignment ought to be

avoided in the future fabrication rounds.
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Figure 6.13: Intra-cavity gain measured using the three-tone continuous-wave (CW)
spectroscopy method described in the main text. The horizontal axis corresponds to
the estimated bright mode drive power at the cavity symmetric port. The top margin
shows the theoretical CW gain limit derived in Equation (6.55).

6.7.2 Bright-mode-assisted single-shot qubit readout

Figure 6.14(a) shows the microwave pulse sequence for the bright-mode-assisted qubit

readout protocol described by the energy-level diagram in Figure 6.12(a). The readout

pulse—calibrated with n̄c = 80 intra-cavity photons—is preceded by a qubit-state-

selective bright mode π conditioned on the dark mode being in |1〉 such that the dark

mode (qubit) state |0〉 or |1〉 is mapped onto the joint dark–bright mode state |0, 0〉 or

|1, 1〉. To achieve the frequency selectivity, the duration of the bright-mode Gaussian

pulse in the time domain is constrained by σt & 1/χdb, in which χdb/2π = 3.0 MHz.

In practice, we chose σt = 300 ns.

Figures 6.14(b) and 6.14(c) display the readout histograms of the dark mode

separately initialized in |0〉 (left) and |1〉 (right). The SNR along the Qout axis is

increased from 0.275 in Figure 6.14(b) without the bright mode drive to 1.729 in
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Figure 6.14: Bright-mode-assisted single-shot readout of the dark mode. (a) Mi-
crowave pulse sequence, with notations being the same as those in Figure 6.11(a).
The σt of the dark mode π pulse (blue, center frequency at ω01

d ) and the qubit-state-
selective bright mode π pulse on its 0–1 transition (red, center frequency at ω01

b −χdb)
are 40 ns and 300 ns, respectively. The data acquisition (integration) time of the read-
out pulse is Tm = 1 µs. Modified copies of this pulse sequence are used in (b) and (c)
to indicate the specific protocol of each measurement. (b) Qubit (dark mode) readout
histograms without the bright mode drive. The (Iout, Qout) coordinates are normal-
ized by the standard deviation of the Gaussian distributions of the readout signals.
Marginal (1D) histograms along the Q axis—the signal component—are shown on the
right of each 2D histogram. The white and red dashed lines highlight the demarcation
at Qout = 0. (c) Qubit readout histograms assisted by the dark-mode-state selective
bright mode drive. Notations are the same as those in (b). The number of shots are
400,000 in all histograms.

Figure 6.14(c) with the bright mode drive—or when the intra-cavity preamplifier is

turned on. The enhancement of SNR by 6.3 times—equivalent to an intra-cavity gain

of 16 dB—is consistent with the prediction in Equation (6.49) computed using the

values of Kerr matrix elements in Table 6.2 within their measurement uncertainties.

This agreement also proves the fidelity of the frequency-selective bright mode π pulse.

The readout fidelities of the single-shot qubit readout outcomes in Figure 6.14(c)

calculated using Equations (2.17)–(2.19) are F0 = 0.920, F1 = 0.724, and Ftot =

0.822. While F0 is apparently limited by the state distinguishability erf(SNR/
√

2) =

0.916 due to the limited readout SNR, the distribution tail above Qout = 0 of the

marginal histogram in the right panel of Figure 6.14(c)—as in the simulation results

in Figure 2.7—shows the noticeable impact of dark mode and bright mode state-

transition events on F1.

Using Equation (3.49), one can obtain the measurement efficiency of the readout

system ηm = 0.24. The inefficiency can be attributed to the microwave dissipations
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between the readout cavity and the external parametric amplifier (SPA), especially the

insertion loss of the Eccosorb filter at the symmetric cavity port inside the magnetic

shield (see Figure 6.9).

6.8 Summary and upcoming steps

The results in Figure 6.14 are the first experimental evidence of the single-shot read-

out of the Π-mon qubit embedded in a two-step microwave readout setup, in which the

qubit is linearly decoupled from the cavity. On the positive side, we have unambigu-

ously demonstrated—using both the continuous-wave and the pulsed measurement

protocols—the principle of the intra-cavity dispersive amplification scheme through a

qubit-state-selective single-excitation drive on the bright mode. The intra-cavity gain

of the measurement rate, which equals 16 dB in our experimental system with the

current sample, agrees with the theoretical model. All these outcomes are proving

our success in creating a new superconducting artificial molecule following the full

quantum engineering procedure.

In Sections 6.5–6.7.2, we have reported the preliminary characterization of a Π-

mon sample through several different measurements. The suppression of the photon-

induced qubit-state transition phenomenon with intra-cavity photon numbers on the

order of 102 is particularly encouraging. It shows the promise of achieving an im-

proved QND fidelity under a relatively high readout power, which is one of the chief

motivations of this research project. On the other hand, the fidelity and speed of

the first single-shot readout data set are only comparable to those from the earliest

demonstrations using transmon qubits in standard circuit QED modules, as listed in

the first few rows of Table 3.2. The pursuit of higher readout performance will require

simultaneous efforts in two lines:

(a) Improving coherence times: For our current sample, the duration of the
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Figure 6.15: Illustration of a dark-mode-selective bright-mode drive in the combined
energy-level diagram of the Π-mon–cavity system. The energy-level notations are the
same as those in Figure 6.12(a). The forbidden transition is shown using a red dashed
arrow with a red cross on its top.

frequency-selective bright mode π pulse on the order of 1 µs—limited by χdb—

is setting the lower bound of the measurement sequence length in the time

domain. The bright mode T1 ∼ 30 µs is therefore responsible for the majority of

qubit-state transition events during the whose measurement process (including

the bright mode π pulse). From FEM simulations, we obtained a radiative or

Purcell limit of the bright mode T1 to be on the same order of magnitude of the

current measured values. Additional radiative protection, such as a waveguide

Purcell filter [Narla, 2017] or a resonant cavity filter [Jeffrey et al., 2014; Sete

et al., 2015; Walter et al., 2017; Wang et al., 2019] will then be instrumental in

achieving a higher bright mode T1 and fewer qubit-state transition errors in the

single-shot readout.

(b) Increasing the SNR: A more intrinsic limitation on the readout fidelity and
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speed is posted by the readout SNR. For its further improvement, not only the

ratio χbc/χdc should be optimized in future sample designs, but also the value

of χbc itself, which primarily sets the measurement rate when the intra-cavity

preamplifier is turned on. Moreover, another applicable strategy is to populate

the bright mode with a larger number of excitations such that the measurement

strength and the SNR will be multiplied by another factor of n̄b > 1.12 As

explained in Figure 6.15, in a desired protocol, the bright mode is driven to its

higher levels through a selective microwave pulse sequence conditioned on the

dark mode being its first excited state. As an example, Figure 6.16 show the

readout histogram data acquired from driving the conditional bright mode 0–2

transition through a two-photon process mediated by a virtual level, yielding a

total readout fidelity of 0.912.

Considering the nonlinearity of the bright mode shown in Section 6.5, the con-

ditional drive to its subspace {nb ≥ 2} is not likely to be realized simply by

increasing the power, but will need a combination of amplitude and frequency

modulations. More sophisticated optimization protocols, such as machine learn-

ing [Niu et al., 2019; Sivak et al., 2022] may find their applications in this task.

12Compared to the results reported in Figure 6.14(c), a factor-of-two increase in the readout SNR
will lead to a state distinguishability—the upper bound of Ftot—as high as 0.9995.
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Figure 6.16: Single-shot readout of the dark mode assisted by the bright mode 0–2
transition. Graphic notations are the same as in Figure 6.14. In (a), the bright mode
0–2 transition is driven by a Gaussian pulse centered at frequency (ω01

b −χdb−Kb/2).
In (b), relevant bright mode number states are labeled by |0〉, |1〉, and |2〉. The number
of shots are 500,000 in both histograms.



Chapter 7

Conclusions and Outlooks

The search will continue. Not until the em-
pirical resources are exhausted, need we pass
on to the dreamy realms of speculation.

Edwin Hubble [1936]

Throughout this dissertation, readers should have noticed the parallelism of two

theoretical languages: one formalism for quantum mechanics and quantum optics that

describes the dynamics and measurements of photons and atom-like excitations using

operators, Hamiltonians, commutation relations, et cetera; the other language for mi-

crowave electrical circuits—transmission lines, resonators, antennae, mode couplings,

and so forth. The mutual support of these two pictures, originally developed to de-

pict very different divisions of the physical world, well exhibits the nature of research

in superconducting quantum circuits—an interdisciplinary field aimed at construct-

ing and operating artificial quantum coherent systems using engineering methods, in

which major advances are achieved not merely through refined observations, but must

involve creative designs and their effective implementations. The basic principles of

quantum engineering stated at the beginning of Chapter 1 have been demonstrated in

our original experiments. In this final chapter, I am going to conclude these reports

by summarizing their main implications and proposing a few possible directions for

further investigations.

Circuit QED systems—the starting point of the original works covered by this

194
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dissertation—have been undergoing, in the past two decades, a rapid process of mat-

uration and even standardization in many practical aspects. However, it is generally

agreed that improvements at both the component and the system levels are still in

need before this physical platform can support more sophisticated research tasks—for

quantum computation and communication, and meanwhile toward more fundamental

questions on quantum-enhanced sensing and simulation. These hardware optimiza-

tions should concentrate on the on-chip superconducting Josephson circuits as well

as the off-chip microwave circuitry, both inside and outside the qubit–cavity module.

Our two inventions—the cavity attenuator and the Π-mon artificial molecule—are

addressing these two aspects separately: the former provides extra-cavity dissipa-

tions by modifying the electromagnetic environment of the qubit; the latter realizes

the intra-cavity amplification of readout signals through a redesigned qubit–photon

interface. As indicated in Figure 6.1, these two additions to the standard circuit QED

toolkit are structurally compatible. Future researchers are invited to take the chal-

lenge to install them simultaneously in the measurement setup so as to combine their

benefits in assisting the protection and acquisition of quantum information stored in

superconducting circuits.

7.1 Qubit coherence versus measurability

Since the creation of this field, many efforts have been dedicated to optimizing single-

qubit quantum circuits in the two-dimensional performance space of coherence times

and measurability. The invention of circuit QED marks a key step in this odyssey: the

microwave resonator filters out a broad spectrum of environment-induced qubit deco-

herence channels, and in the meantime, supports single-shot dispersive qubit readouts

if connected to an output amplifier chain with near-quantum-limited efficiencies. To

further advance the state of the art, attention has been naturally attracted to the
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parasitic issues from this resonant readout mode. The two major concerns—cavity-

photon-induced qubit dephasing and state-transition effects, as explained in Sections

3.3 and 3.4—are providing the direct motivations for our two experimental projects,

both of which have demonstrated enhanced qubit protection against cavity photons:

The resonant cavity attenuator, when carefully thermalized to the mixing chamber

stage of the dilution refrigerator, provides a cold dissipative reservoir and can reduce

the residual thermal photon population in the readout mode to the order of 10−4,

letting the qubit Hahn echo decoherence time be limited solely by the T1. The dark

mode in the Π-mon artificial molecule shows no observable reduction in T1 with 102

photons in the readout mode, thanks to its quadratic interactions to the bright mode

and the readout cavity originating from the orthogonal electric-dipole arrangement

and the circuit symmetry. Both measures have proved effective and at the same time,

identify the leading physical causes of these measurement-induced qubit decoherence

effects. These results will thus have long-term reference values for future investigators

who attempt to solve these problems through different approaches.

However, in both cases, the gain in qubit coherence properties are obtained at

the expense of reduced measurability: In the cavity attenuator experiment, the hy-

bridized readout mode formed by the superconducting cavity and the resistive cavity

attenuator is under-coupled to the coaxial transmission line; the readout signals are

subject to the same loss rate as residual thermal radiation and thus fail to be effi-

ciently collected by the output amplifier chain. The linear decoupling between the

dark mode and the linear cavity mode in the Π-mon only leaves a residual dispersive

shift on the order of 10 kHz, too weak to produce sufficient SNR for single-shot qubit

readouts with 102 photons. This is why the intra-cavity preamplifier is needed in

this readout scheme: by being linearly coupled to the cavity and entangled with the

dark mode (qubit) under a selective drive, the bright mode amplified the dispersive

measurement strength by one order of magnitude and enabled single-shot qubit read-
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outs in our preliminary demonstrations. An even higher SNR will become available if

the higher excitation levels of the weakly anharmonic bright mode can be selectively

activated.

In this two-step qubit readout protocol, the bright mode effectively serves as a

parametric switch, turning on the qubit–photon interaction only during the measure-

ment window when the qubit information needs to be accessed. Such a high-selectivity

switching mechanism is the key for breaking the general “antagonistic” relationship

between the coherence and measurability of a physical qubit. In addition to the

scheme demonstrated in Chapter 6 in which the bright mode is conditionally popu-

lated by a single near-resonance microwave drive and maps the qubit state onto the

readout cavity field, more variations of intra-cavity amplification protocols in this

physical system can be experimented, such as activating higher-order parametric pro-

cesses in the nonlinear quantum Kerr oscillator through a combination of parametric

drives and employing the multi-stability responses of the bright mode as the qubit-

state indicator [Dykman, 2019; Lörch et al., 2019; Venkatraman et al., 2022]. These

parametric resonances can potentially provide an even higher frequency selectivity

and intra-cavity gain; in the meantime, investigations along this line will be able to

further unveil the rich physics of driven nonlinear quantum oscillators.

In Sections 5.6 and 6.8, I have proposed two provisional approaches to improve

the current performance and range of applicability of these two experimental systems.

In the rest of this chapter, I will discuss more extended directions that connect our

inventions to the research activities in quantum networks and quantum measurements,

and eventually to a broader scope of problems in applied and fundamental quantum

physics.
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7.2 Microwave thermalization in hybrid quantum

networks

Besides being a key method to improve qubit coherence times, the suppression of

thermal noise at the microwave frequency band in the quantum regime is demanded

in more types of artificial quantum systems than superconducting Josephson circuits.

For instance, in several proposed protocols of quantum state transfer and entan-

glement generation between microwave and optical frequencies, microwave thermal

noise is predicted to be detrimental to the fidelity of the quantum transduction pro-

cess [Andrews et al., 2014; Han et al., 2021; Higginbotham et al., 2018; Hill et al.,

2012], especially when this hybrid quantum system is installed on multiple cryogenic

temperature stages for the optimal performance of its components and the isolation

of the superconducting qubit from the laser power leakage [Zhong et al., 2020]. As

illustrated in Figure 7.1, a cavity attenuator, or its lossless cavity filter counterpart1

can be installed on the microwave transmission line connecting the electro-optical

or electro-optomechanical system and the circuit QED module. Provided the cavity

attenuator or filter is well thermalized to the mixing chamber stage of the dilution

refrigerator, we can expect a similar protection for the superconducting Josephson

circuits against the thermal photons as well as other high-frequency radiation coming

from the high-temperature stage of the microwave–optical converter. When planning

this installation, one is supposed to be reminded of the competition between coherence

and efficiency again: a dissipative circuit element on the signal channel will reduce

the direct transduction efficiency in exchange for improved radiative protection and

1See the control experiment described in Section 5.4.
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Cavity filter
or attenuator

Cavity electro-optics/
electro-optomechanics

Circuit
QED

20 mK1 K
Optical
fiber

Microwave
cable

Figure 7.1: Modular diagram of a microwave–optical quantum transduction setup.
Left: hybrid cavity quantum electro-optical or electro-optomechanical module (red)
that couples microwave and optical modes through parametric processes. Right:
superconducting circuit QED module (blue) as the microwave photon generator and
analyzer. The two sub-systems are connected by a bi-directional channel (blue line)
that transfers microwave excitations between the modules. The optical sub-system
can be installed on a higher-temperature stage in a dilution refrigerator to mitigate the
spurious laser heating effect, which is particularly harmful for the coherence times of
superconducting qubits. In this multi-temperature configuration, the resonant cavity
filter or attenuator can be a useful installation to block off-band electromagnetic noise
or/and absorb in-band thermal photons so as to enhance the fidelity of quantum state
transfer.

detection fidelity.2 The exact choice in a preliminary demonstration should depend

on the specific quantum state transfer or entanglement generation protocol that best

fits the properties of the transducer device.

7.3 Multi-stage quantum measurement systems

In this final section, I am going to conclude this dissertation by revisiting the generic

qubit–meter model of quantum measurements introduced in Figure 2.2. In this bi-

2It has been derived in the Supplemental Material of Wang et al. [2021] that for a circuit-
QED-based quantum microwave radiometer, the residual qubit dephasing rate induced by parasitic
photons can be converted to the dark count rate of an equivalent photon counting model.
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Preamplifier

Meter

0
1 + –...

Figure 7.2: Multi-stage qubit–preamplifier–meter model for quantum measurements.
The “preamplifier” degree of freedom in the middle is represented as a multi-level
atom. The rest of the notations are the same as in Figure 2.2. In our Π-mon mea-
surement setup, the “qubit,” the “preamplifier,” and the “meter” correspond to the
dark mode, the bright mode, and the linear readout cavity connected to the output
amplifier chain, respectively.

partite depiction, the quantum degree of freedom under observation is isolated as the

“qubit,” while all other measurement equipment between the qubit and the human

experimenter are summarized into an abstract “meter.” For the standard circuit QED

readout setup presented in Figure 3.6, the meter consists of the microwave cavity and

its multi-stage output amplifier chain. For the Π-mon measurement setup discussed

in Chapter 6, the meter further includes the on-chip Josephson preamplifier (bright

mode), which is the first physical object the qubit (dark mode) interacts with. How-

ever, one finds that in this configuration, the combined meter itself contains its own

bipartite “qubit–meter” substructure, in which the population of the on-chip preampli-

fier oscillator is measured by a standard circuit QED setup in the dispersive regime.

One can therefore expand the “qubit–meter” model into a tripartite one shown in

Figure 7.2, in which the preamplifier is separately depicted as a multi-level quantum

degree of freedom,3 rather than being incorporated into the classical meter. In our

3In fact, the readout cavity mode in the standard circuit QED system can be analogously modeled
as a linear “preamplifier” degree of freedom with its low-energy subspace participating in the qubit
readout. The mapping of the two qubit states different by one single excitation quantum to the two
cavity states separated by several quanta—in the unit of (photon number)1/2—in the phase space
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preliminary demonstration, only the 0–1 subspace of the preamplifier participates in

the single-shot qubit readout, whereas manipulating the higher preamplifier levels

will be the immediate upcoming goal.

The intermediate quantum preamplifier introduces new problems for quantifying

the performance of this two-step qubit readout protocol: For instance, the measure-

ment error rate extracted in a readout fidelity measurement following the protocol

described in Section 2.3.1 includes the contributions from the infidelities of the qubit–

preamplifier mapping as well as the readout errors of the preamplifier state. Moreover,

measurement back-actions on the qubit can be exerted by both the bright mode and

the linear cavity (considering the non-negligible residual coupling rate χdc in the Kerr

matrix). More complicated channel models thus need to be established for a full

characterization of the qubit readout and QND fidelities.4 For further generaliza-

tions, one is encouraged to explore more sophisticated information theoretical tools

for describing multi-stage quantum measurement systems under realistic experimental

conditions.

already constitutes an in-situ amplification scheme on its own.
4See Sections 2.3.1 and 2.3.2
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